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A theorem is proved which is useful in determining information regarding the location of zeros of 
the partition function for lattice models with arbitrary spin. This theorem is a generalization to 
higher-order spin systems of a theorem for spin-l/2 systems proved by Ruelle. The total partition 
function for the system can be constructed by contracting (a generalization of the Asano contraction 
p~ocedure) a set of lower-order "partition function-like" polynomials. The theorem presented relates 
information regarding the location of zeros of the lower-order polynomials to the location of zeros of 
the partition function. This theorem is then used to establish the Lee-Yang unit circle theorem for 
several higher-order spin models. 

t INTRODUCTION 

The Yang and Lee l description of a phase transition 
in terms of the distribution of zeros of the partition 
function is of fundamental importance to the study of 
phase transitions_ Of particular interest for magnetic 
systems is the location of the zeros of the partition func­
tion in the complex z = exp(j3h) plane, where j3 and h 
are, respectively, the inverse temperature and the ap­
plied magnetic field. Lee and Yang! demonstrated that 
for the spin-t ISing model, all the zeros of the canonical 
partition function lie on the unit circle in the complex 
z plane. This result was extended to the arbitrary-spin 
Ising model by Griffiths, 2 using a technique which trans­
formed the arbitrary-spin problem into an analog spin-i 
problem. The unit circle theorem has also been extended 
by Suzuki and Fisher3 to several quantum systems, 
which include the anisotropic Heisenberg model for a 
class of ferromagnetic coupling parameters. 

Ruelle4 has recently presented an approach to locating 
regions of the complex z plane which contain no zeros 
of the partition function. The essence of this approach 
is to form appropriate "partition function-like" poly­
nomials, involving a small number of lattice sites. The 
full partition function is then constructed by taking suc­
cessive Asano5 contractions of the suitably chosen poly­
nomials. The surprising result is that information re­
garding the location of zeros of the several particle 
polynomials implies information regarding the location 
of zeros of the full partition function. Two intriguing 
features of Ruelle's approach are that it yields the Lee­
Yang unit circle theorem for the spin-t Ising model with 
little effort and also enables the investigation of non­
circular regions of the complex z plane which are free 
of zeros of the partition function. 

The Ruelle approach, however, has only been es­
tablished for spin-t magnetic systems or equivalently 
single component lattice gases. The application of this 
approach to arbitrary spin systems can take two pos­
sible forms: (1) converting the arbitrary-spin problem 
into an analog spin-~ problem by means of the Griffiths' 
transformation2 or (2) appropriately generalizing 
Ruelle's technique to be applicable to arbitrary- spin 
problems directly. Alternative (1) has been pursued by 
the authors6 to obtain upper bounds on critical tempera­
tures and magnetic fields for several spin-1 systems. 
It is the purpose of this article to investigate alternative 
(2) by presenting an appropriate generalization of 
Ruelle's approach for arbitrary-spin systems and then 
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using the technique developed to establish the unit circle 
theorem for several higher order spin systems. 

The main theorem, which is the appropriate generali­
zation of Ruelle's theorem to arbitrary-spin systems, is 
presented in Sec. II. The proof of this theorem is based 
on Ruelle's theorem for spin-~ systems and Laguerre's 
theorem. 7 Section ill contains the application of the main 
theorem to establish the unit circle theorem for several 
higher order spin models. 

II. THE MAIN THEOREM 
For completeness, we state without proof the relevant 

theorems needed for the proof of the main theorem. 

Theorem 1 (Laguerre's TheoremS): Let/(z) be an nth 
degree polynomial such that I(z) does not vanish for all 
z Et C, where C is a closed circular region. 9 Then the 
first polar derivative of I(z) with respect to ~l defined 
by 

Il(z, ~l)=n/(z) + (~l - z)f'(z), 

does not vanish for z <t C and ~l Et C. 

The kth polar derivative of I(z) is defined by 

Ik(Z;~l"'" ~k)=(n-k+ 1)/k-1(z;~l"'" ~k-1) 

(1) 

+ (~k - Z)/~_1(Z; ~1' ••• , ~k-1) (2) 

where the prime denotes differentiation with respect to 
z. The nth polar derivative, is then given by 

In( ~1' ••• , ~n) = In-1 (z = ~n; ~1' ~2' ••• , ~n-1)' 

By repeated application of Laguerre's Theorem, the 
following lemma is obtained. 

(3) 

Lemma 1: Letf(z) be an nth degree polynomial such 
that f (z) does not vanish for all z Et C, where C is a 
closed circular region. Then the nth polar derivative 
In( ~1' ••• , ~n) does not vanish for ~j Et C, j = 1, 2, ... ,n. 

From (2) and (3) we note that if 

I(z)= t6 (~) akz\ (4) 

then the nth polar derivative can be written as 
n 

fn(~1""'~n)=n! 6 u(n,k)ak (5) 
k=O 

where O"(n, k) is the symmetric function consisting of 
the sum of all possible products of ~1' ~2' ••• , ~n taken k 
at a time. From (5) it immediately follows that 

fn(z, z, ... , z) =n!f(z). (6) 
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Finally, we need a lemma due to Ruelle. 4 

Lemma 2: Let A and B be closed subsets of the com­
plex plane which do not contain the origin. Suppose that 
the complex polynomial 

g\ZI' Z2) = a + bZI + CZ2 + dZ IZ2 (7) 

does not vanish for ZI El:A and Z2EtB. Then 

g(z)=a+dz (8) 

does not vanish for Z Et -AB. 10 

We are now in a position to state and prove the main 
theorem. 

Theorem 2: Let 

I(ZI,Z2) = -to P.o Akl~ (:) (:) Z:1 z~ (9) 

be a complex polynomial of degree n in each ZI and Z2' 
Suppose C1 and C2 are closed circular regions in the 
complex plane such that 0 Et CI and 0 Et C2 and 

I(ZI' Zl)"* 0 for all ZI Et CI and Z2 Et C2, 

Then the polynomial 

I(Z)=Po A k _(:) Zk 

does not vanish for Z Et - CIC2 • 

Proo/: First write I(Z1' Z2) as a polynomial in ZI' 

where 

n (n) "z BI! (Z2) = L; k All .... Z2 • 
I ~.o 2 1-" 

From (5) it follows that the nth polar derivative of 
I(ZI' Z2) with respect to ZI can be written as 

" " ~n) ~ =n! E E O'(n, k 1)A" ~ k Z2' 
k1=0 '".a'0 I 2 

(10) 

(11) 

(12) 

(13) 

By assumption I(zl' Z2) *" 0 for ZI Et C1 and Z2 Et C2, There­
fore, by Lemma 1, 1,.( ~I' •.. , ~1I;Z2) '" 0 for ~J Et Cl> j 
= 1, 2, ... ,n, and Z2 Et C2• Now treat 1,,uI' .•. , ~n; Z2) as 
a polynomial in Z2 and take the nth polar derivative with 
respect to Z2 to obtain 

(14) 

where 1T(n, k2) is the symmetric function consisting of 
the sum of all products of Pl' ... ,P" taken k2 at a time. 
Again applying Lemma 1, we obtain that/n;n"'O for 
~jEtCI' i=l, ... ,n, and P, EtC2 , l=l, ... ,n. Now, 
USing the Asano contraction procedure, i. e., contrac­
ting the pairs (~J' PJ)' j = 1, 2, ... , n, as described in 
Lemma 2, we obtain the function 

J,.;,,(~l"" ~n) 
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(15) 

But, by Lemma 2, 1,,;n does not vanish for ~k Et - C1C2 , 

k = 1, 2, ... ,n. Finally, setting ~k = z, for all k, we ob­
tain that 

l(z)=(n!)"21n;"(~1 = z, ••• , ~n=z)= Po (~) A,.,.z" (16) 

does not vanish for Z Et - CIC2 , which completes the 
proof. 

The contraction defined by (9) and (10) of Theorem 2 
provides an appropriate generalization to higher order 
spin systems of the spin-% Asano contraction given by 
(7) and (8). We now illustrate the potential usefulness of 
this procedure by using Theorem 2 to establish the unit 
circle theorem for several higher order spin systems. 

III. APPLICATIONS 

It is perhaps useful to indicate how Theorem 2 is 
used to determine information about the location of 
zeros of the partition function. Consider a lattice con­
Sisting of N Ising spin Sites, the kth site being a spin-S,. 
site. The kth site can then be in any of the 2S" + 1 states 
enumerated by 11k = - 5 11 , - SI! + 1, ... , + 5 11, Split the 
Hamiltonian H for the system into the interaction with 
the magnetic field hI! at the kth site (k = 1, 2, ... , N) plus 
the remaining interaction if 

(17) 

The canonical partition function is then given by 

(18) 

where 

ZJ =exp({3hj). (19) 

The quantity 

Q({3, {z,t,N) =( ~ Z~i\ Q({3, {Zit' N) (20) 
\iaO } 

is then a polynomial of order 25 I! in the variable 
zk(k = 1, 2, ... ,N). Now, choose (the choice is not unique) 
a set of polynomials q",({z/"')}) such that upon taking the 
generalized Asano contraction (as described in Theorem 
2) of the product 

n q .. ({zJ <alt), 
a ~ 

one obtains the modified partition function Q. The con-
tractions are of course taken between aU pairs of param­
eters of the form (z/"'>' Z/Yl), j== 1, 2 .. ·N. SymbOlically, 
one has 

n q .. ({z/a1) , Q({l, {zi},N). (21) 
.. generalized 

Asallo contraction 

If one has information regarding the zeros of the poly­
nomials q"" Theorem 2 then yields information re­
garding the zeros of the full partition function. For this 
technique to be useful, one must make a judicious choice 
of the q's. Below, we present several examples for 
which this technique is useful to establish that all the 
zeros of the partition function lie on the unit circle in 
the complex Z plane. 
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A. Unit circle theorem for a modified Ising model 

In this section we consider the modified ISing 
Hamiltonian 

(22) 

The first term on the right-hand side of (23) is the usual 
Ising interaction. In the second term, the <I> can be 
thought of as a "chemical potential" for different states 
of a spin site. We also have in mind eventually setting 
all h; = h. The simplest choice for the "few particle" 
partition functions, i. e., the qa's of (21), is to choose 
a "pair" partition function for each pair of sites coupled 
by the Ising interaction and a "single particle" partition 
function to accommodate each "chemical potential" 
term in (22). The "few particle" partition functions cor­
responding to this choice are conveniently written as: 

(23) 

and 

(24) 

Note that the binomial coefficients (see Theorem 2) are 
included in (22) but not in (24), so that upon taking the 
generalized Asano contractions, we obtain the canonical 
partition function, i. e. , 

n qkl n qJ Q. 
k<t j general lz ed. 

Asano contraction 

To establish that the partition function Q(a, z, N) has 
all zeros on the unit circle, it is sufficient to show that 
the q a's do not vanish if all {z / a)} are contained within 
the unit circle. This follows by the repeated application 
of Theorem 2 as described above, where C1 and C2 are 
taken to be the same closed circular region C, the ex­
terior to the unit circle in the complex plane. The 
proof of this statement for the "pair" partition function 
is given in the following lemma. 

Lemma 3: If I Zk 1< 1 and I z; I < 1, then qkl(Zk' ZI) de­
fined by (23) does not vanish provided J kl ~ O. 

Proof: First define n l =SI + u1 and rewrite (23) as 

qkl(Zk' ZI) = exp{- aJkIS~I}qkl(zk' ZI) 

= ~ (2SI) (1 + exp{j3J kl(nl - S I)}Zk)2Sk 
nl=O nl 

x (exp{ -aJkISJzl)"I. (25) 

Now, consider qkl(Zk' ZI) to be the successive contraction 
with respect to Z I of the product of polynomials of the 
form 

(26) 
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where,), = 1, 2, ... ,2Sk• But if h(Zk' Z /Y» vanishes, then 

(27) 

This expression implies that if h=O, Jkl~O, and 
I Z k I < 1, then I Z / y) I > 1. We therefore conclude that if 
Jkl~O, IZk l<1, and IZ/Y)I <1 thenh(zk,zl(Y» does not 
vanish. By successive contractions with respect to 
z/Y) of 

2Sk 

n h(Zk' z/Y» 
y= 1 

and using Theorem 2, the lemma is proved. 

We now examine the zeros of the "single particle" 
partition function given by (24). To complete the proof 
of the unit circle theorem for the Hamiltonian (22) it 
is sufficient to establish conditions for which (24) has no 
zeros within the unit circle. For any example, one 
could use the Schur-Cohn criterionll to determine the 
condition for which (24) has no zeros within the unit 
circle. We will, however, only examine the zeros of 
(24) for several special cases. 

Case (i): If <l>k(Uk)==O for Uk==-Sk"'" +Sk' then the 
Hamiltonian (22) corresponds to the usual Ising model 
with arbitrary spin. For this case, we obtain 

2S 1 _ Z2S+1 
qk(Z)== ~ z"= --,.--

n=O 1-z 
(28) 

which clearly has all zeros on the unit circle. This, 
together with Lemma 3 and Theorem 2, implies that all 
the zeros of the canonical partition function of the ar­
bitrary spin ISing model (J kl ~ 0) lie on the unit circle in 
the complex Z plane. This result has previously been 
established by Griffiths. 2 

Case (ii): We now consider the dilute ISing model with 
arbitrary spin. In this model, each lattice can be either 
occupied by a magnetic atom or be unoccupied. Each oc­
cupied site contributes a weighting factor exp(alL) to the 
partition function, where lL is the chemical potential. 
For this model, we treat the integral and half-integral 
spin values separately. 

Case (iia): Suppose 2Sk is an even integer and 

<l>k(U) == {t3-1 In(1 + eB
,,), for u=O 

IJ., otherwise. 

Then, the Hamiltonian (22) corresponds to the dilute 
Ising model with arbitrary integral spin values. The 
factor IJ. represents the chemical potential for an oc­
cupied site. For this case, (24) can be written as 

qk(z)==exp(i3lL) ~ z"+zs == exp(i3IJ.) 
n=0 1- z 

x {1 + exp(- i31J.)ZS - exp(- i31J.)ZS+l- Z2S+1}. (29) 

But, it follows from Theorem IT of Suzuki12 that for 
IJ. > 0, all the zeros of the numerator of (29) lie on the 
unit circle. We therefore conclude that all the zeros of 
the partition function for the dilute Ising model (Ju ~ 0, 
lL > 0) with arbitrary integral spin values lie on the unit 
circle in the complex Z plane. 

Case (iib): Consider the dilute Ising model with half-
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integral spin values. This example is slightly com­
plicated by the" single-particle" partition function not 
being a polynomial in z but in ZI/2. We can circumvent 
this difficulty by introducing the parameters a£ = 2ak 

where a;=-25k ,-25k +1, ... ,+25k • Clearly, we have 
introduced too many states for each site. However, the 
extraneous states are eliminated by our choice of the 
"single-particle" partition function. We have gained, 
however, a convenient designation for the unoccupied 
site, i. e., a~ = O. We now choose as the "single­
particle" partition function 

4S 

gk(z)=exp(fllJ.) I; zn+z2S 
n even 

= exp(flf) {I + exp(- fllJ.)Z2S - exp(- fllJ.)Z2S>2 
1-z 

This choice corresponds to choosing CPk such that 

if a' is an odd integer 
if a'=O 
otherwise. 

(30) 

The choice of CPk( a') = 00 for a' an odd integer eliminates 
(under contraction) all the extraneous states introduced. 
Again using Theorem II of Suzuki12 we find that gk(Z) has 
all zeros on the unit circle if IJ. > O. We therefore con­
clude that all the zeros of the partition function for the 
dilute Ising model (J kl ;, 0, IJ. > 0) with arbitrary half­
integral spin values lie on the unit circle in the complex 
z plane. We might comment that for the special case 
5k =! 

gk(Z) = exp(fllJ.) (1 + exp( - fllJ.) Z + Z2) 

has all zeros on the unit circle for 

fllJ. > -ln2. 
This result has previously been obtained by Suzuki. 13 

Case (iii): Suppose cp(ak)=cp(-"k) and 

CP(5k) ;, CP(Sk - 1);, ... ;, {:~~~}. 
This choice corresponds to a model for which Suzuki14 

(using a different method) has established the unit circle 
theorem. In this case we choose 

2S 

qJ(z) == I; anzn 
ncO 

(31) 

where 

an = exp[flcp(n - S) J. 
From the above conditions, we observe that 

(32) 

and 

aj >aJ+1 , j=0,1, ... ,[5j. (33) 

where [5] = largest integer less than or equal to S. The 
following lemma establishes the unit circle theorem for 
this case. 

Lemma 4: If qk(Z) satisfies (31)-(33) then all zeros of 
qk lie on the unit circle in the complex z plane. 

Proof: We present a proof for 25 even, a similar 
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proof holds for 28 odd. The proof is accomplished by 
demonstrating that there are 2S distinct solutions of 
qk(Z) = 0 of the form z = exp(iO), i. e., there are 28 dis­
tinct values of 0 satisfying q k(exp(iO» = O. By introducing 
the coefficients 

bo=!as , 

bJ = as_j for j = 1, ... , n, 

we obtain the identity 

exp( - iSO)q k(exp(iO» = g(exp(i 0» + g*(exp(iO» 

(34) 

(35) 

= 2 Reg(exp(iO» (36) 

where 

(37) 

From (36) we observe that if qk(exp(iO» = 0, then 
Reg(exp(iO»=O or g must be purely imaginary. To com­
plete the proof we only need show that there are 25 dis­
tinct values of 0, 0 "" 0 < 21T, for which g( exp( iO» is 
purely imaginary. 

From (33), (34), and (35) we observe that 

b j <b j +1 , j=O, .•. ,n-1. (38) 

[Note that for 25 even we can include the possibility 
!as < as_1 and still have (38) satisfied.] USing a theorem 
from Polyft and Szego, 15 we conclude from (38) that all 
the zeros of g(z) are contained within the unit circle, 
I z I < 1. Then using the Principle of Argument16 we ob­
serve that as z traverses the unit circle in the complex 
z plane, w =g(z) winds about the point w == 0 in the com­
plex w plane 5 times, there being S zeros of g(z) con­
tained within the unit circle of the complex z plane. But, 
each time g winds about the origin, it crosses the 
imaginary axis in the w plane twice, or a total of 25 
times for 0 "" 0 < 21T. Therefore, there are 25 distinct 
values of 0 for which g(exp(iO» is purely imaginary or 
qk(Z) has 25 roots on the unit circle. 

B. Unit circle theorem for the Lebowitz-Gallavotti 
model #317 

We now consider the conditions for the zeros of the 
partition function to lie on the unit circle in the complex 
z plane for the spin-one lattice model with Hamiltonian 

H = - J I; aka,(l- "ka,) - IJ. I; o! - hI; ak (39) 
1«1 k k 

where Uk = 1, 0, - 1 for k = 1, 2, ... , N, and the first sum 
on the right-hand side is over nearest-neighbor sites. 
This is model #3 introduced by Lebowitz and Gallavotti. 17 

The authors6 have established a sufficient condition for 
the zeros to lie on the unit circle by first converting the 
model to an analog spin-! model using the Griffith trans­
formation. 2 Here, by employing the generalized Asano 
contraction and Theorem 2, we establish a sufficient 
condition which includes the previous result. 

We choose as our "few particle" partition function for 
this model, the "pair" function18 

(40) 

where 

(41a) 
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and 

a l €(z~ + EZ, + 1), 

lZ:! :z~+€Z,+Q!, 

a = exp( - 2/3.1), 

E= 2(2V-1l/2V exp(_ "1l/2v). 

(41b) 

(41c) 

(42a) 

(42b) 

In these expressions 2v is number of nearest-neighbor 
sites (for a square or cubic lattice v = dimensionality 
of lattice), The 2(2v-ll!2v in (42a) is included to correct 
for the binomial coefficients appearing in Theorem 2. 

In order to establish a condition for the partition func­
tion in this model to have all its zeros on the unit circle, 
it is sufficient to establish that qk/(Zk' z/) does not vanish 
if Zk and z/ are both contained within the unit circle. A 
convenient methOd to establish this condition is to use 
the Schur-Cohn criterion. For a second degree poly­
nomial, the Schur-Cohn criterion statesll: 

The polynomial f (z) = ao + a l z + lZ:!Z2 has all its zeros 
outside the unit circle, provided 

Al == 1 ao 12 - I a2 1
2

, 

Az = (Al)2 - 1 aOal* - a1lZ:! * 12 

are positive. 

(43a) 

(43b) 

We now consider (40) as a polynomial in Zk and 
establish the condition for Al and Az to be positive, as­
suming I z,l < 1. Therefore, define 

The quantity Al can then be written· as 

2 2 (.2 EcosB ) AI=(Q! -1)(r -1)( +2 Q!+1 r+1 

which is positive for all Band r (0",; r< 1) provided 

a<1 

and 

E<Q!+1. 

Expression (46) is equivalent to the requirement 

J>O. 

(44) 

(45) 

(46) 

(47) 

In similar manner one can establish that Az is positive 
provided 

(48) 

is positive for (u, w) contain in the domainO, defined 
by j): {-1 ",;u "';1, w '" 2}. In obtaining (48) we have made 
the substitutions 

u cosB and w=r+ 1/r. 

The coefficients on (48) are given by 

all =(a + 1)2 -~, 

lZ:!2 = 4E2, 

al2 = e[ 2( a + 1) - ~), 

aS3 = - t4. 

(49a) 

(49b) 

(49c) 

(49d) 

Expression (48) is the equation for a conic section. In 
establishing that g(u, w) is positive for (u, w) contained 
in j), it is sufficient to show that the conic section 
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g(u,w)=O does not intersect the domainj). After some 
algebra, one can show that this condition is satisfied 
for the following situations: 

e2 < 2Q! for 1> Q! "'~' (50a) 

e< 2 for a= 1. (50c) 

The condition (50c) for a = 1 is obtained directly from 
the exact partition function [the Schur-Cohn criterion 
fails for this limiting case as Al and '\ defined in (43) 
are both identically zero. ] Using the Shur-Cohn 
criterion, we conclude that the model given by (39) has 
all zeros of the partition function on the unit circle in 
the complex z plane, provided (50) is satisfied. Ex­
pression (5) includes as special cases the results6 

previously obtained for this model. 

IV. CONCLUDING REMARKS 

In this article, we have presented a generalization to 
arbitrary spin of a theorem due to Ruelle regarding the 
zeros of the partition function. To illustrate the po­
tential usefulness of this theorem, we have used it to 
establish the Lee-Yang unit circle theorem for several 
higher-order spin models. Some of these results are 
new and some reproduce results obtained by other 
methods. One feature that does stand out, however, is 
that once one has the basic theorem, the applications 
follow with relative ease. It is hoped that this technique 
will find further application. 
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Double spectral representations of single loop 
amptitudes with k vertices: k ~ 4 
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A method developed in several previous papers is combined with the method of induction to derive 
double dispersion relations, with Mandelstam boundary, for the class of single loop amplitudes with 
four or more vertices. The spectral functions are expressed as integral representations and restrictions 
on the masses and kinematic invariants for which dispersion relations are valid are found. It is also 
discussed how representations for the low order single loop amplitudes can be obtained for wider 
ranges of these variables. 

1. INTRODUCTION 

Since the late 1950's, when it became apparent that 
dispersion relations for nuclen nucleon' scattering and 
the nucleon electromagnetic form factor could not be 
proved on the basis of the general principles of field 
theory,l there has been a flood of literature on the· 
analytic properties of Feynman amplitudes. 2-4 Because 
of their relative SimpliCity, special attention was ini­
tially devoted to the study of the low order single loop 
amplitudes in cp3 theory. These investigations led to the 
introduction of some important new concepts. In parti­
cular Karplus, Sommerfield, and Wichmann, 5 Nambu, 6 

and Oehme7 discovered the anomalous threshold of the 
triangle diagram vertex function and ~ndelstam8 show­
ed that, for a restricted range of masses, the box dia­
gram amplitude satisfies the famous double spectral re­
presentation that bears his name. 9 The single loop dia­
grams have also played a central role in the majoriza­
tion procedure, 2-4 which is aimed at showing that all 
Feynman amplitudes contributing to a particular pro­
cess involving a given number of external particles are 
regular functions in a domain whose extent is determined 
by one or more of the Simple diagrams. 

With the advent of the Landau-Cutkosky rules10
,l1 it 

became pOSSible, in principle, to determine the singu­
larities of a general Feynman integral and as well to ob­
tain the discontinuities across the corresponding branch 
cuts. While these rules have been enormously useful in 
studying the analytic properties of Feynman ampli­
tudes2

-
4 and for obtaining heuristic dispersion relations 

for certain processes, 12,13 they are, by themselves, not 
sufficient for a rigorous derivation of dispersion rela­
tions. One of the main problems is that they do not de­
termine on which Riemann sheets the Singularities 
lie, 13-15 and in particular which singularities lie on the 
physical sheet. Further the discontinuity can in general 
only be determined up to a sign factor. 

To overcome these problems, Fotiadi, Froissart, 
Lascoux, and Pham 16 proposed in 1963 that homology 
theory be used as a rigorous way of studying the analy­
tic properties of individual Feynman integrals. Again, 
the investigations made using this method have been 
mainly restricted to the single loop diagrams and espe­
cially the low order single loop diagrams, 17 ~ince the 
application of homology theory to more complicated dia­
grams has proved to be much more difficult. 1s 

It is the aim of this paper to show that, within cp3 
theory, double dispersions relation with Mandelstam 
boundary can, for a restricted range of masses and ki-

nematic invariants, be proved for any Feynman ampli­
tude arising from a single loop diagram with four or 
more vertices. Further we obtain integral representa­
tions for the weight functions and .discuss the signifi­
cance of the above restrictions on the masses and kine­
matic invariants. The method used to derive these re­
sults is a combination of a method developed in several 
previous papers19

-
Z1 with the method of induction; it in­

volves the direct transformation of the Feynman param­
etrized form of the kth order Single loop amplitude 
(k :;'4) into the required form. (Refs. 19, 20, 21, are 
referred to as VF, I and P respectively.) 

In Sec. 2 the first of the two Cauchy kernels needed 
for the double dispersion relation is introduced by 
changing the variables in the Feynman parametrized 
form of the kth order single loop amplitude. The re­
strictions on the masses and kinematic invariants for 
which this new form of the amplitude is valid are also 
discussed in this section. The boundary of the region of 
integration in the multiple integral representation de­
rived in Sec. 2 is studied in Sec. 3, and in Sec. 4 we 
obtain some results necessary for reversing the orders 
of integration. 

In Sec. 5, the orders of some of the integrations are 
reversed and the second Cauchy kernel is introduced 
by changing one of the variables of integration. The 
boundary of the region of integration in the resultant new 
multiple integral representation is studied in Sec. 6 and 
in Sec. 7 further results necessary for the reversal of 
the orders of integration are obtained. 

Finally in Sec. 8 the required double dispersion rela­
tion for the kth order Single loop amplitude is derived 
by changing the orders of integration in the integral re­
presentation obtained in Sec. 5. The spectral function 
is expressed in the form of a multiple integral, and it 
is found that the boundary of the double spectral repre­
sentation is the usual Mandelstam boundary for the box 
diagram amplitude. In this section we also discuss in 
detail the implications of the restrictions on the masses 
and kinematic invariants made in Sec. 2 and how these 
restrictions may to a certain extent be relaxed. 

2. TRANSFORMATION OF kth ORDER SINGLE 
LOOP AMPLITUDE: k;;;;' 4 

With plane wave states normalized, so that (p' Ip} 
= (j3(p' _p), we define the scalar invariant amplitude Tk 

for the multiparticle production process in which i ini­
tial particles prOduce j= (k - i) final particles by 
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(Pl' ... , p, Is - 11- P'+l' ... , - PJ 

= _ i(21T)~6(4)(tpl\21Tr3~/22-~/,j ~EI\-1/2T~. 
1=1 IJ \1=1 Y 

(1) 

Our obj ect is to show that the contribution to T ~ from the 
kth order single-loop diagram shown in Fig. 1 orequi­
valently in Fig. 2 can, for a restricted range of masses 
and kinematic invariants, be written as a double spec­
tral representation with Mandelstam boundary. Further 
we shall obtain an integral representation for the spec­
tral function. 

The k external momenta shown in Figs. 1 and 2 are 
labeled by the subscripts of the adjacent internal masses 
and the external mass squared of a particular external 
line is, of course, just the square of the external mo­
mentum of that line. The other variables on which the 
single loop amplitude depends are most conveniently de­
fined in terms of the external momenta in Fig. 1 by 

(2) 

It should be noted that when k ~ 6 the above ltinematic 
invariants are not independent but satisfy algebraic con­
straints. 22 Notice also that when j = i + 1 so that q IJ 2 is 
an external mass squared, Eq. (2) becomes an identity. 
Further, with the powers 2 removed, Eq. (2) is just the 
energy momentum cons ervation law when. i = 1, j = k 
(since -qlk rather than qa is the ingoing 4-momentum 
in Fig. 1). 

We shall find, however, that many of the subsequent 
expressions needed to obtain the double spectral repre­
sentations take a Simpler form in terms of the asym­
metrically labelled variables shown in Fig. 2. The re­
lations between the two sets of variables can be seen 
from Figs. 1 and 2. With n= k - 2, they are as follows: 

m_1 =Ml' m O=Mek-l)' m 1 =M~, 

P-10= ql (k-l), P-u = qa, POl = qe~-l)'" 
mJ=MJ, P-1J =q1j, P1J=qik' POJ=qjek-l), 

(2 ~j ~k - 2 = n) 

q 23 

-q 1 k 

PfJ= qlJ (2 ~i <j,,;,k - 2=n), 

where the qlJ are given in Eq. (2). We now define 

Y'J = - (2m,m Jr1[p,/ - m,2 - m/] (-1,,;,i <j ,,;,n) 

Y'j=YJ" YH= 1 

and as well 

1827 

(3) 

(4) 

(5) 

We shall write the dispersion relations in Xl and x2 

which are linearly related to the usual Mandelstam vari­
ables s and t. 

Then, using standard Feynman rules23 (see also Ref. 
24 and Section 1. 5 of Ref. 2) we.find that the amplitude 
ariSing from the kth order single loop diagram shown 
in Fig. 2 takes the form 

g (_1)n 
T en+2) IOOI'(Y IJ) = 1611'2 • 2m_

1m om
1
ma(n _ 1) ! I n+2(y IJ)' 

(6) 

where 

I n+2(y IJ) = 2m_lm Om 1m 2(- 1)n(n - 1)! 

x J IT da,[Dn(CI'_l, Cl'o, Cl'a, ••• , CI',,)]-n, (7) 
R -1 n, "1 

n n 
Dn( CI'_l, Cl'o, Cl'2, ••• , CI',,) = 1]m,2C1',a + m12(1- I) CI',)2 

-1 -1 
i¢1 1"1 

n n n 

+ 1] 2m,mJY'JCI',CI'J+1]2mlmJY1JCI'j(1- 1]CI'I) (8) 
I<J -1 -1 
I.J~l j"1 '''1 

and 

CI'_l ~O, Cl'o ~O, Cl'2 ~O, ... , Cl'n ~ 0, 
n 

1]CI'i=1}. (9) 
-1 

'''1 

The constant g is the product of the coupling constants 
acting at the vertices in Fig. 2. 

We begin by generalizing the transformation used in 
Sec. 2 of P. The change of variables is 

"..---- --.... 
"-

m_ 1 

" \ 
\ 

mn 

P On 

FIGS. 1 and 2. Single loop diagrams for the multiparticle production process in which i initial particles produce f = (k - t1 = (n + 2 - i) 
final particles. 
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11= ao1
( a_1 + an), 

><1 = (a_l + an>-1 (1- ~al)' 
lI'l. 

><1 = (a_l + aotl a l (2 <r;;i <r;;n), (10) 

and it is shown by induction in Appendix A that the in­
verse is 

( 
" ~-1 a l = ><1 1 + L; ><, (2 <r;;i <r;;n). 

1=1 
(11) 

Further, from Appendix A, we find that the Jacobian of 
the transformation is 

and 

D,,{ a,1' ao. a 2, •.. , 01,,):; t:!t.,,(II, ><1' •.. , ><,,) 

= lI,d1 + t><> -2[(11-1)4>(><1"", ><,,)+ l/>(><t, ••• , \) 
\ 1=1 'l 

- 1I-1(1I-1)v(x1)]. (13) 

Here 

" " 4>(><1> ... , ><,,} = L;m~><~ + L;2m,mJy 1i><,><J 
1=1 1<1 

n 
+ L;2m_1m/y_U><, + m.al> 

1=1 

and 

with Xl given in Eq. (5). Now I ... s(YiJ) takes the form 

I ... 2(YjJ) = 2m.1mOm1ma(- l)"(n - 1)1 J .. fI: d><1 1," dll 
o 1=1 1 

x II-d 1 + t ><; ".2 

\ 1=1 'l 

(14) 

(15) 

(16) 

X{II-1[(1I-1)4>(><1>"" ><,,) + l/!(><1"'" ><,,) 

_ 11-1(11_ l)v(xl )]}-" (17a) 

= 2m-lmomlm2f" ii d><l( ii ><~ ·1 i;- dll 
o i=l ,=3 I) 

X (ii ~) [(11-1)4>(><1' ••• , ><") + l/!(><1' ••• , ><") 
1=3 am, 

- 1I-1(1I-1)v(xl )J2 (17b) 

for n?-3. That the expression for 1"+s(Y/J) in Eq. (17b) is, 
for n?- 3, equivalent to that in Eq. (17a) can be seen 
by using Eq. (4) in Eqs. (14) and (15). Equation (17a) 
of course holds for all n ?-2, but as the case n= 2 was 
treated in detail in I, we shall concentrate on the case 
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n ?-3. Note also that the form of Eq. (17b) is Similar to 
Eq. (P-5); in fact the structures of many of the subse­
quent equations will be similar to those in P. [Equations 
from P (resp. I) are denoted by placing a P- (resp. 1-) 
in front of the equation number. ] 

To simplify the proof of the spectral representations, 
we restrict the Yu defined in Eq. (4) to 

YfJ >0 (-l<r;;i <j <r;;n). (18) 

Equation (18) ensures that 4>(><1> .•. , ><,,) > 0, l/>(><t, ••• , ><") 
>0 for ><1 ?-O, ... , ><"?-O; in fact the term in square brack­
ets in Eq. (17b) is always positive and 1 ... 2(YH) is well 
defined. That the conditions in Eq. (18) can, for suffi­
ciently large internal masses, be satisfied for finite 
physical values of the kinematic invariants and external 
masses is shown in Sec. 8. Equation (18) in fact gives 
sufficient conditions for the external masses to be sta­
ble. In general, however, for a phYSical single-loop 
amplitude corresponding to i initial particles producing 
/= (k - i) final particles, some of the kinematic invari­
ants defined in Eq. (3) can be positive and unbounded. 
Thus, for finite internal masses it is possible for some 
of the kinematic invariants to have physical values such 
that the corresponding YIJ are negative. However, it can 
be seen from Eqs. (17b), (14), (15), and (16) that when 
some of the y, J are negative, a spectral representation 
for 1 ... 2(Yij) cannot in general be proved by using real 
analYSis only. To obtain a representation in such cases, 
for physical values of the invariants, one might then 
start with the double spectral representation derived in 
Sec. 8 [Eq. (67)] and attempt to do an analytic continua­
tion in the required kinematic invariants uSing, for ex­
ample, a generalization of the method of Ref. 25 (re­
ferred to as II). Such a procedure might be feasible for 
the pentagon diagram amplitude, at least for some spe­
cific processes, 26 but for a general kth order single-loop 
amplitude this method does not seem practical for ob­
taining a representation for all possible configurations 
involving physical invariants. Of course, some continu­
ation, namely in Xl and X a, can easily be carried out 
since these variables appear only in the Cauchy kernels 
in Eq. (67). Further, as discussed in Sec. 8, Eq. (67) 
is expected to be valid under more general conditions 
[on the other variables defined in Eq. (4) as well as on 
Xl and xz] than those given in Eq. (18). 

The argument leading to Eqs. (1-19) and (1-20) can now 
be used to show that 

1"+Z(YU)=J"( p d><)l( ~ ak\~;?b :na J" ~><, 
OJ"" 'l ''''I:} f "I ' 

XJ,,+a(Y Ii' As, ••• , ><,,) (19a) 

= f~(~!ro ~~ ~ "~:I)J"'2(YH' As, ••• , ><,,), 
", (19b) 

where 

J ... z(Y Ii. As, .•• , ><,,) 

~ .. d>ta lim a J" d><l } .. 
= '"I; €1+0 aX2 ~ o "1 h("l • ... ,"PI) 

(20) 
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In Eq. (20) 

U(~, At, ... , An) = [~- h(Al , • •• , AnHH - k(~, .•• , An)], 
(21) 

(22) 

and CP(At, ... , A,J, I/J(Al.· .. ' ;\~) are given in Eqs. (14) 
and (15). The required Cauchy kernel now appears in 
Eqs. (19) and (20) and to obtain a dispersion relation the 
orders of integration must be reversed so that the lower 
limit of the ~ integration becomes a constant. 

3. STUDY 0 F h ("Xl 

To reverse the order of integration in Eqs. (19) and 
(20), we need to examine the function h(At, ... , An) for 
At "'0, ... , An"'O. For convenience we introduce the fol­
lowing notation: 

and 

(A) '" (~, ••. , ~), (23) 

(j ... IA) '" (At, ... , Aj_t, 0, AI+t' ... , AI_t' 0, A,+t, ... , A,J, 

;' • .IA ",0 '" {Al "'0, ... , AI_t ",0, Ai+1 "'0, ... , A,_1 

"'0, AI+1 '" 0, ... , An ",O} 

(24) 

(25) 

where i, .. . ,1 E{1, ... ,n}. Then from Eqs. (14) and (15), 

CP(A)=PIA~+2qi(;A)AI+rj(jA) (>0), 
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from ° to + 00. Next we shall find the inverse of ~ = h(>') 
for fixed IA'" 0. 

4. SOLUTIONS OF U (~, "X) = 0 

In this section we study the behavior of the zeros of 
U(~, A) for fixed ~ '" h(fA) and for fixed IA'" 0. From 
Eqs. (21), (22), (26), and (27) we have, for fixed 
i E {t, ... , n}, 

where 

a;{.i;) = 4[ (q ,(A) - q; (A»2 - p IV(~)] 

= 4m~[(m_tY_1i - moYo,)2 - v(~)], 

bl(~' A) = 2{[qf(A) - q~(A)][rl(A) - rI(A)] - [ql(>') 

+ q~(A) ]v(~)} 
n 

= 6ajJ(~' -YIJ)AJ+bl(~'O), 
J=1 

afJ(~' - YlJ) = 4m jmi(m_1Y_1I- mOYOj)(m_tY_lJ - mOYOJ) 

-yjJv(~)], 

bj(~, 0) = - 4mjm_1mo[(m_tY_1I + moYojH + m_1YOI 

(31) 

and v(~) is given in Eq. (16). The functions Cj(~, IA) are 
determined recursively from Eq. (30) by putting Aj 
equal to zero and using in addition Eq. (31) and the fact 
that 

(32) 

I/J(A) = P IA~ + 2q~(IA)Aj + Y;(i A) (> 0), 

where i E {1, ... , n} is fixed and 

pj=m~, 

(26) The argument of Sec. 5 of VF (or I) shows that for 

q;(A)=mj(~mJYIJAJ+moYOI) (>0), 

rl(A) '" CP(A), r[(A) '" I/J(A). (27) 

We have chosen to define qf(~) etc. although only ql(I A) 
etc. are needed in Eq. (26). The functions rj(IA) and 
r[(fA) are determined recursively from Eq. (26) by 
putting AI equal to zero and using in addition Eq. (27) 
and the fact that riCO) = m~1' r~(O) = m~. 

The argument of Sec. 4 of I (or of VF) then shows that 
for fixed jA "'0, heAl increases strictly from he/A) to 
+ 00 as AI increases from ° to + 00, whenever hAI(IA) "'0. 
Now 

where 

(29) 

which is positive whenever Eq. (18) holds. Thus we have 
established that for fixed i dl, ... , n} and fixed jA"'O, 
h(A) increases strictly from h(IA) to + 00 as Aj increases 
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each ~ "'h(fA), where IA'" 0, the quadratic equation in Aj, 

U(~, >.) = 0, 

has two real roots given by 

- aimcI(~' jA)]1/2}. (33) 

From Eqs. (31), (22), (25), and (27) we see that 

bi(h(;>'), IA)=-4[v'ri(jA)+ v'rj(IA)]v'rI(;A) v'r;(iA.)l/(;A), 

(34) 

where ll(IA) is given in Eq. (29). Since ll(/A) >0 when 
Eq. (18) holds it follows that AI+{h(;Al, ;A)=O 
*Adh(/A), IA) and in fact for fixed IA"'O AI'<~';X) is the 
inverse of the strictly increasing function h(A) on 0 
-'SAl < 00. Thus AI+(~' /A) increases strictly from 0 to 
+ 00 as ~ increases from h(;A) to + 00. We are now in a 
position to reverse the orders of the ~ and AI integra­
tions (1 -'S i -'Sn) in Eqs. (19) and (20). 

5. REVERSAL OF THE ORDER OF INTEGRATION 

We begin this section by reversing the orders of the 
~ and Al integrations in Eq. (20). From Secso 3 and 4 
it follows in particular that hU(lA) > 0 for aUlA'" 0 and 
that, for fixed lA '" 0, Al+(~' lA) is the inverse of the 
strictly increasing function heAl on 0 -'S Al < 00. Thus 
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(35) 

where 

(36) 

and a1(~)' b1(~' 1:\')' and C1(~' 1:\.) can be obtained from 
Eqs. (30)-(32). Note that h(E1' 1:\')' b1(~' 1:\')' :\.1.(~' 1:\')' 
and A(~, E1, lA) depend on x2 , where x2 is giv~n in Eq. (5). 

Now, since, for fixed 12A:;;' 0, A2'<~' 1~) is the inverse 
of the strictly increasing function h(lA) on 0 ~ A2 < "", the 
argument of Sec. 6 of I (or Sec. 5 of p) can be used to 
show that 

(37) 

where 

In Eq. (38) 

F(~, '1'/, 12~)= [a12(~' X2»)2C2(~' 12X) 

- 2a12(~' x2)b1(~' 12A)b2(~' 12:\.) 

+ [b1(~' 1~) ]2Cl:!W + [b2(~' 12A)]2a1W 

- a1m~(~)c2(~' 12:\') 

=: 16m~m~[v(~)J2c2(~' 12A)[%2 - f'(~, 12A)][X2 - f'(~, 12A)], 

(39) 

where f±(~, 12:\.) are defined by 

a12(~,f±(~, 12A»)=[c2(~' 12A)]-1(b1(~' 12A)b2(~' 12A) 

±{[b1(~' 12A»)2 - a1(~)c1(~' 12:\.W/2{Ib2(~' 12:\.»)2 

- ~mC2(~' 12AW/2) 

and the argument of Sec. 5 of I (or of VF) shows that 

(bl(~' 12A»)2 - a1mcl(~q2:\) > 0, 

(40) 

(b2(~' 12:\»2 - ~WC2(~' 12:\.) > 0 (41) 

for ~:;;, h(12A). The following points should now be noted. 
Firstly aI2(~' x2 ) given in Eq. (31) is linear in x2 so that 
the explicit expression for f.(~, 12A) can easily be obtain­
ed from Eqs. (31) and (40). Secondly, as in Sec. 6 of I 
(or Sec. 5 of p) it is important to note that 

C1(~' 12:\) = C2(~' 12:\) > 0 for ~ > h(12:\) 

in order to obtain Eqs. (37)-(40). Finally 

F(~, x2 , 0)= 64m~lm~~m~[v(~)]2F(~, %2)' (42) 

where F(~,X2)' corresponding to the usual Mandelstam 
spectral function, is given in Eq. (B1) of Appendix B 
and v(~) is given in Eq. (16). 

The second Cauchy kernel now appears in the expres­
sion for In+2( Yij) given by Eqs. (38), (37), and (19). To 
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obtain the desired double spectral representation, it re­
mains to reverse the order of the A/ (3 ~i ~n) and ~ in­
tegrations and as well the A/ and 11 integrations. The in­
terchange of the Ai (3 ~i ~n) and ~ integrations can be 
carried out by using the results of Secs. 3 and 4. Thus, 
using the expression for I .... 2 ( Y Ii) in Eq. (19a), we have 

I,..2(Y/J)= ioo 

~dAJ( ~ Ai)-l(~ o~2\~iVb o!a 
o Ul i'll J¢/ i J / i 

X (00 -.!!L f).i+(l'12/ A) ~ 

JII(12A)I)./o./ ~-Xl 'i AI 

X J" ~ 8m_1mOm1m2v(~) (43) 
'.«'12A) 1I-x2 (F(~,1)'12A)J1/2 • 

The ~ and the other Ai (3 ~ j ~ n, j *" i) integrations can, of 
course, be reversed in a Similar way, but it will be 
more convenient to interchange the order of the AI and 
11 integrations before this is done. 

6. STUDY OF f+ (~, 12A) 

To reverse the order of the Ai and 1) integrations in 
Eq. (43), we need to examine the function f.(~, 12:\) for 
o ~Ai ~Ai+(~' 12/A) with fixed 12£A :;;'0, ~ :;;'h(12IA), and 
iE {3, ... , n}. First we study the behavior of f+(~, 12A) as 
Ai t Ai+(~' 12IX), From Eq. (34) and the fact that ll(12A) 
> 0 when Eq. (18) holds it follows that 

b1( ~>l2A) I A/=)./+( t '12 /A) < O. (44) 

Similarly 

b2(~' 12A) I A/=>'/.( ~ '12I A) < 0 (45) 

and hence from Eqs. (30) and (40) and the fact that 

vW>O (46) 

for ~ :;;, h(12/A) (:;;, 1) it follows that f'(~, 12A) -00 + 00 as 
AI t Ai'<~' 12/A). 

Next, from Eq. (40) we see that the derivative of 
f'<~, 1~) with respect to AI is , 

f+)..(~, 12A)=(4m_lmOv{~)J-l[c2(~' 12:\)]-2 , 
x(- b1(~' 12A){[b2(~' 12A»)2 -Cl:!WC2(~' 12A)}1/2 

- b2(~' 12:\){bl(~' 12;\)J2 - alWCl(~' 12x)}1/2}. 

XLi(~' 12A), (47) 

where 

QI( ~1l2A) = AI(a/b l - allb /) + (b i\ - alic i)' 

Q;'(~, 12A)= Aj (a/b2 - a2 /b/) + (b/b2 - a2Ic/), 

(48) 

Rj(~' 12A) = A12( a li
2 - a1a/) + 2A j(allb1 - a1b j ) + b/ - a1c l , 

R/(~, 12A)=A/2(a2/ - ~al) + 2A/(a2Ib2 -Cl:!b i )+ b2
2 - ~C2' 

(49) 

In Eq. (49), aj has been written for al~), cj for Cj(~' 12IA), 
bj for bj(~' 121A) (j= 1, 2, i) and 0:/ 1 for ali(~' -Y/I) (l 
=1,2). 
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The term in square brackets in Eq. (47) is always 
positive as can be seen as follows. From Eqs. (34), (29), 
and (18) and the fact that b1(~' 121X) is linear in ~. we 
have 

b1(~'12j~)<0 (50) 

for all ~ ~ h(12j~)' 12i~ ~ O. Then from Eqs. (44) and (50) 
and the fact that b1(~' 12~) is linear in Aj it follows that 

b1(~' 12~) < 0 (51) 

for 0 ~ Aj ~ Ai+(~' 121~) with fixed ~ ~ h(12i~)' 121~ ~ O. 
Similarly 

b2(~'12A)<0 

for 0 ~Ai ~AI+(~' 12j1). 

(52) 

The argument of Sec. 6 of P can now be used to show 
that, for fixed 121A ~O, ~ ~ h(12jA), f'(~, 121A) is strictly 
increasing on 0 ~AI ~Al+(~' 121A) if and only if 
Lj(~' 121A) > O. That Li(~' 121~) is always positive for 
~ ~ h{l2i")' 12iA~ 0 can be seen from Eq. (48) and Eqs. 
(B7) and (B8) of Appendix B. Next we shall find the 
inverse of the strictly increasing function 11 =f+(~, l2A) 
for fixed ~ ~ h(12IX), 121A ~ O. 

·7. SOLUTIONS OF F (~, 11, 1211.) = 0 

To obtain the inverse of 11= i+(~, 12A), we need to study 
the behavior of the zeros F(~, 1], 12A) for fixed ~.1] and 
fixed 12fA~ O. From Eqs. (29) and (31) we find that 

F(~, 1], laA) =Aj(~, 1])A~ + 2B,H, 1], llUXP-, + C I(~' 1], 12IX), 

(53) 

where 

Af(~' 11) = a,a: 0!12(~' 1])]a - alaJ+ a1~aa+ ~fal 

- 2 0!12(~' 1]) 0111 0121> 

B ~~, 1], 131~) = bl([ 0112 ( ~, 1]) J2 - alaa) + bIOI lIaa + baO!a,al 

- O!la(~, 1])bl 0!2f - 0112 ( ~, 1])b20!w 

C I(~' 11, 12,A):::::: c,e[ O!la(~, 1])]a - alaz} + b~a2 + b~al 

- 2 O!l2(~' l1)bl ba• (54) 

The functions A,(~,1]) and B,(~,1]'12,A) in fact depend on 
m~ whereas Cf(~' 1/, 12,A) does not. The abbreviations 
described after Eq. (49) have again been used. 

As in Sec. 7 of P, we find that the discriminant of the 
quadratic function of AI in Eq. (53) is 

[Bf(~' 11, 12,A)]2-A,(~, l1)CI(~' 1], 121A) 

={[a 12 (~, 1])]2 -alaJPI(~' 1],12,A), (55) 

where 

p ,(~, 1], 12 IX) = 16m~m~[vW]a(bf - a,c,) 

X[l1- PI+(~' 12/A)][11- P,_(~, 121 A}] , (56) 

The functions p,,.H, 121A) are given by 

Ql12(~,Pf.(~' 121 A» = (b~ - aj c,r1{b l (b1 Q12i + b20!1f) - a j b1b2 

where 

- CjQluQlal±[Df(~' 1lIfA)D~(~, 12IA)]1/Z'}, 
(57) 

D,(~, 12,A) = CI(Qll~ - alai) + bfaj + b~al - 20!Ub1bf' 
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Df(~, 12,1) = c, (~, - aaa,) + b~a, + bfaz - 2 O!albab I, (58) 

and Ql12(~' 11) given in Eq. (31) is linear in 1]. 

The discriminant in Eq. (55) is always nonnegative 
for 11~ i.(~, 12,1), ~:;;. h(1211), 12'A.:;;, 0, since the inverse 
of 11= f.(~, 111l} is real. That it is in fact positive can be 
seen as follows. 

In Sec. 7 of P we showed that 

{[ 0!12(~' 1])]2 - a1WaaW} >0 

for an ~~h(O}=l, l1~i+(~,O). Sincefor12'A.~0, 

(59) 

hhz,A) ~ 1 and for ~ ~ h(12IA), i.(~, 12tA) ~ i.(~, 0) Eq. (59) 
holds in particular for ~~ h(l21 A.), 11~ i+(~, 121 A.). Further, 
it is shown in Eq. (B3) of Appendix B that p(~, 11, 1211) is 
positive for ~ ~ h(12,l), 1]~ f+(~, 121A}. 

The two real solutions of 

are 

A'4(~' 1], 12,A) 
b 

= [A,(~, 1])]-1(_ B,(~, 1], 12(1) 'f{[B,(~, 1], 12,,,-)]2 

-A,(~, 1])C,(~, 1], 12tA>.P/,. 

(60) 

(61) 

From Eqs. (54), (48), (B7), (B8), (51), and (52) we see 
that 

Bf(~,j+(~, 12IA), lz,l) 

= Cf2[bll(R;(~, 121 A»" 1 12 + b2(R,(~, 1Ilfl»·1/2]L,(~, 121X) < 0 

so that 

AI4(~,i+(~, 12'A.), 12,A)=0'# Afb(~,i+(~, 12,A), 1211). 

Also as 11- + 00 

A'4(~' 1], 121"-) - A, .. (~, 12,A), 
b 

where Ah(~' 12,A) are given in Eq. (33). Thus 

(62) 

(63) 

A'a(~' 11, 12(1) is the inverse of the strictly increaSing 
functionf+(~, 12A) on 0 ~ AI ~ ,+(~, 121A.), where ~ is fixed 
such that ~:;;. h(12,A) and 12,A ~ O. The function 
A/a(~' 11, 111/A.) increases strictly from 0 to Af+(~' 1211) as 
1] increases fromf+(~, 12,A) to +00. 

8. DOUBLE SPECTRAL REPRESENTATION OF 
THE kth ORDER SINGLE LOOP AMPLITUDE 

The order of the A, and 1] integrations in Eq. (43) can 
now be interchanged, and we find, on taking i ==:: 3, that 

The results of Appendix C can be used to interchange 
the order of limea 10 8/ am: and integration with respect 
to ~ and 1]. Defining the operators 
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(65) 

we find that 

(66) 

Note that the limit (3 +0 is now inside the ~ and 7! inte­
grations and in fact Oar.:F(~, 1], 12>.)]-1/2 can be evaluated 
as in Eq. (C1). 

With the expression for I n+2 (Y/J) given in Eqs. (19b), 
(37), and (3S), we can use the results of Secs. 3 and 
4 to reverse the order of the A4 and ~ integrations and 
the results of Secs. 6 and 7 to interchange the order of 
the A4 and 1] integrations. The order of lim. 'II a/ am~ 

4 
and the integration with respect to ~ and TJ can then be 
interchanged by using the results of Appendix C. Re­
peating the process, we find that 

Sm_1m Om 1m 2 
x [ ( )]112 F ~, 1], 12>' 

(67) 

giving the required double spectral representation with 
Mandelstam boundary for the Single loop amplitude of 
order k=n +2 (>4). In Eq. (67) f.W =f.(~, 0) is given 
in Eq. (B2) and h(O) = 1. 

From Eq. (42) it can be seen that with all the OJ 
operators missing (3 ~j ~n), 12>'- 0 and n= 2, Eq. (67) 
is just the double spectral representation obtained for 
the box diagram amplitude in Eq. (1-97)0 Also with only 
0 3 appearing in Eq. (67), 12A-Aaand n=3, we see 
from Eq. (C1) that Eq. (67) is just the double spectral 
representation for the pentagon diagram amplitude given 
in Eqo (P-64) and hence in Eq. (P-65). While it is much 
more tedious to evaluate some of the higher order spec­
tral functions from Eq. (67), such calculations would 
provide interesting checks on the Cutkosky rules which, 
to the best of my knowledge, have only been checked 
for the lowest order amplitudes (see, for example, al­
so Chap. 4, Sec. 3 of Ref. 4). 

It remains to show that the conditions in Eq. (1S) 
under which the double spectral representation for the 
kth order single-loop amplitude has been proved, can, 
for sufficiently large internal masses, be satisfied for 
finite physical values of the kinematic invariants and 
external masses. Further we shall discuss how one can 
obtain a representation for the amplitude when the con­
ditions in Eq. (1S) are, at least to some extent, relaxed 0 
We begin by considering the box diagram amplitude. For 
a particular channel reaction, the equations determining 
the region in which the kinematic invariants take on 
physical values (given, for example, in Ref. S) depend 
only on the kinematic invariants and external masses. 
Thus, for finite physical values of the kinetic invariants 
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and external masses, Eq. (1S) can be satisfied provided 
the internal masses are sufficiently large. To obtain a 
representation for more general values of the Y I}, one 
can do an analytic continuation in these variables as was 
done in II. While, as found there, it is rather laborious to 
obtain a representation for almost all real kinematic in­
variants and for all possible mass configurations involv­
ing stable external particles, the continuation in the 
kinematic invariants can readily be carried out when the 
mass variables satisfy Eq. (1S). Then, the representa­
tion from which the continuation is started is the double 
spectral representation which contains Xl and x2 only 
in the Cauchy kernels. Thus for the Xl channel reaction, 
which in Fig. 2 corresponds to n = 2, Poll (rather than 
- Poll) and POI being incoming and P-12 and P02 (rather than 
their negatives) being outgOing 4-momenta, the ampli­
tude has, for physical invariants, the representation 
given in Eq. (1-97) and in Eq. (67) with Xl-Xl +i· 0 
[and as described earlier, with the OJ operators miss­
ing (3.,; j.,; n) and 12A - OJ. In fact, as shown in Secs. 6 
and S of I, Eq. (1-97) holds under Slightly more general 
conditions on the mass variables than those given in 
Eq. (1S). In a similar way, for a general kth order 
single-loop amplitude one would expect Eq. (67) to be 
valid under more general conditions than those given in 
Eq. (18); that continuation in Xl and x2 can easily be 
carried out is of course obvious. 

For the pentagon diagram amplitude, the equations 
which, for a particular channel reaction, define the re­
gion in which the kinematic invariants take on physical 
values again depend only on the kinematic invariants 
and external masses (see, for example, Section 4.3 of 
Ref. 4). Thus Eq. (18) can be satisfied for finite physi­
cal values of the kinematic invariants and external 
masses provided the internal masses are sufficiently 
large. It should, however, be noted that, for pentagon 
diagram amplitudes associated with most phYSically in­
teresting production reactions involving hadrons, for 
example 1TN -1T1TN, the lowest mass intermediate parti­
cles which can be exchanged are such that complex sin­
gularities appear on the phYSical sheet, 26 even for the 
smallest possible physical values of the invariants, 
caUSing a breakdown of the double (and even single) dis­
perSion relations in Xl and x20 Hence one would not ex­
pect dispersion relations, over real contours, in these 
variables to be valid for the total production amplitudeso 
In fact, for the reaction 1TN -1T1TN, complex singularities 
are also produced by lower order contracted diagrams. 27 

To obtain a representation for the pentagon diagram 
amplitudes when the internal masses are small, one 
might attempt to generalize the method of continuation 
used in II. On the basis of the work of Cook and Tarski, 26 

it seems that at least a numerical study of the motion of 
the singularities for specific processes is feasible. 

Finally, for the kth order single-loop amplitude where 
k? 6, we mentioned in Sec. 2 that the kinematic invari­
ants defined in Eqs. (2) or (3) are not independent but 
satiSfy algebraic constraints. 22 These constraints, how­
ever, involve only the kinematic invariants and the ex­
ternal masses. Further the equations which, for a par­
ticular channel reaction, define the region in which the 
kinematic invariants take on physical values again de-
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pend only on the kinematic invariants and the external 
masses. 4 Thus, for finite physical values of the kine­
matic invariants and external masses, the conditions in 
Eq. (18), under which the double spectral representa­
tion was proved, can be satisfied provided the internal 
masses are sufficiently large. In fact, as mentioned 
earlier, Eq. (67) is expected to hold under slightly 
more general conditions than those given in Eq. (18). 
The double (and even single) dispersion relations in 
Xl and xa will of course break down for sufficiently 
small internal masses. In such cases the method of 
analytic continuation unfortunately seems of little use 
for finding a representation of the amplitude, simply 
because of the increased number of singularities and 
the more complicated nature of the spectral function 
in Eq. (67). 
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APPENDIX A 

In this appendix we outline the method of induction 
used to obtain Eqs. (10)-(17). It was shown in Sec. 2 
of P that these equations hold for the case n == 3 (where 
n == k - 2 and k is the number of vertices of the single 
loop amplitude). We suppose that Eqs. (6)-(17), with 
the replacement n -l, hold for all 3.:: 1 .:: n - 1 and show 
that they are then valid as well for 1 = n. The steps in 
the proof are as follows. 

(1) In Eqs. (7)-(9) make the change of variables I: 
=(1- Qn)-l andthenxl =I:QI (i*l, -1'::i.::n-1). The 
Jacobian of the transformation is I:-<n+l) and in terms 
of the new variables 

D n(Q_l' Qo, Qa,"" Q,J:;m~(1:_1)al:-2 

n-l 
+ ?t2mlmnYln(I:-1)I:-aXI 

1'1 

+ 2mlmnY~n ~ - ~XI)(I: - l)l:-a -

''1 

+ l:-aDn_l(x_ l , xo, xa, •••. Xn-l)' (A1) 

(2) Make the change of variables given in Eqs. (10) 
and (11) with the replacements n-n- 1, QI-XI' With 
these replacements, the Jacobian of the transformation 
is, by assumption, given in Eq. (12) and using Eq. (13), 
again with the above replacements, we find that 
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+ 1/1 (Xl' •.• , Xn-l' 0) 

- v-1(v_ 1)V(X1)]] • (A2) 

(3) Make the change of variable 

Xn = (I: - 1) (1 + ~ XI) 
\ 1=1 

with the inverse 

1:= (1 + j;{XI) (1 + Ex1-1

• 

The Jacobian of the transformation is (1 + ~j.t XI )"l and 
we find that D n( Q-l' Qo, Qa, ... , Qn):; a n( v, Xl' ••. , X,) as 
given in Eqs. (13)-(16). 

Compounding the transformations and Jacobians in 
steps (1)-(3) we find that the resultant transformation 
is just that given in Eq. (10) with the inverse as in 
Eq. (11). Further the resultant Jacobian is as given in 
Eq. (12). It is then readily seen that the new region of 
integration and expression for In+a(YIJ) are as given in 
Eq. (17). 

APPENDIX B 

We collect here a number of results involving the var­
ious functions needed in the main body of the paper. It 
is assumed throughout that Eq. (18) holds. From 
Eqs. (42) and (39) 

F(~, xa) = (~a - l)[xz - I+m][xz - I-m], (B1) 

where from Eqs. (40) and (31) 

I.m =-I.(~, 0) = (~Z - 1)"1[(~ - l)(Y_llY02 +YO!Y-IZ) 

+ (Y-u +Y01)(Y-IZ+YoZ) 

± (~z + 2y -l!YOl ~ + y~l1 + Y~l _ 1)1/2 

X(~Z+2Y_12Y02~ +Y~lZ+Y~2-1)1/Z]. (B2) 

The above functions, with a relabelling of variables, 
were also defined in Eqs. (1-11) and (1-12) and their 
properties were discussed in detail in Sec. 8 of I and in 
Sec. 4 of II. 

Next we show that, for fixed i E {3, ... , n}, 

PI(~' 1), 121;\) >0 (B3) 

for all ~ ~ h(lZI X), 1)~ I+(~, 12IX), where PI(~' 1), 121X) is 
defined in Eqs. (56), (57), and (58) and the abbreviations 
described after Eq. (49) have again been uSed. In the 
same way as Eq. (41) was established, we find that 

(B4) 

for ~ ~ h(12I;\) and hence Eq. (B3) will hold if p j,J,(~, 121;\)' 
given in Eq_ (57), are either complex conjugates or if 

p 1_ (~, 121X) .:: P I+(~' 121X) <I.(~, lUX). (B5) 

That both alternatives are in fact possible can be seen 
from Appendix A of P. Thus we have the following cases 
to consider. 

(i) Df(~' lZIX)DH~, lZI;\) <0. ThenpiZ(~' 121;\) are com­
plex conjugates and Eq. (B3) holds. 
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(ii) D.(~, la.A) ~ 0, D~(~, la.A) ~ O. From Eqs. (40), (57), 
(58), (49) and the fact that Cl = ca= c., we have 

ala(~, PfZ(~' larA» - alz(~,f+a, lZfA» 

= (b~ - afc frlCal[ - Q.(~, 12IA)Q,(~, 12.A) 

±({[QI(~' 1Z,A)]Z - (b~ - alcl)(b~ - alcl)} 

X{[Q,(~, laIA)]2 - (b~ - a,c,)(b~ _ ~C2)})1/Z 

- (b~ - a,cf)(b~ - alCl)1/2(b~ - ~C2)1/Z]. (B6) 

Now from Eqs. (49), (31), (30), (21) and (27) it can be 
shown that 

QI(~' 12fA) 

=4VW{YUCl + 2(qlq~ +q~qf)[VW - r l - rD +4q,q~rl 

(B7) 

for ~ ~ h(lafA). Here we have used the abbreviation q J 

for q, (l2jA) (j = 1, i) etc. It is also important to note that 
rl = r f (= rz) and Cl = C, (= cz). Similarly 

Q;(~, lUA) >0 (B8) 

for ~ ~ h(lUA). Defining 

COShKl = (b~ - ~Clrl IZ(b~ - alc f)"l/ZQI(~' 12,A), (B9) 

coshKz = (b~ - a2cZrl IZ(b~ - alc Irl/ZQ;(~, 12IA), (BlO) 

we can then use the method of Appendix A of P and 
Eq. (31) to show that Eq. (B5) and hence Eq. (B3) hold. 

(iii) DI(~' lUA) <0, DH~, lUA) <0. In this case we define 
COSCPl (resp. COSCP2) by the right-hand side of Eq. (B9) 
Crespo (B10)] and again Eq. (B5) and hence Eq. (B3) hold. 

APPENDIXC 

In this appendix we outline the method of interchanging 
the order of lim • • oalam~ (3.;;j .;;n) and the integrations 
with respect to ~J and 1], which is needed to obtain 
Eq. (67) in Sec. 8. The method is very similar to that 
described in Secs. 6, 7 and Appendix B of I and in 
Sec. 8 of P. From Eqs. (22), (14), and (15) we find that 
(alam~)h(A)=O(AJ) as AJ+O and from Eqs. (40), (31), 
and (30) (al am~)f+(~, 12A) = O(AJ) as AJ + O. Further, as 
noted after Eq. (54), AJ(~,1]) and BJ(~' 'T/, laJA) depend on 
m; whereas C,(~,1]'l2,A) [=F(~, 'T/, lz,A)] does not. Thus 
the argument of Sec. 8 of P can be used to show that 
I".z(Yfj) given in Eq. (64) can also be written as in 
Eq. (66). In fact, it follows from Sec. 8 of P that, with 
03 defined in Eq. (65), 

Oa[F(~, 1], l2A)J-l 12 

(C1) 

The term in square brackets in Eq. (C 1) never van­
ishes in the region of integration in Eq. (66) since, as 
can be seen from Eqs. (55), (56), (59), and (B3), 

([BJ(~' 1], lz,A)]2_A,(~, 1])CJ(~' 1]'12,A)}>O (C2) 
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for all ~ ~ h(UJ A), 1]~ f+(~, 12J A)'il,Ac- O. In fact, 
[ - 1-1/Z [-(I: )]-1/2 0 3 F(~, 1], lzA) J can be majorized by Ma F ,>, 1], 123A , 

where M3 is a positive constant. To repeat the process 
of interchanging the order of lim, .oal am' (3 <j .;; n) 
and the ~ and 'T/ integrations, it is' necessary in addition 
to use the theorem given, for example, in Section 225 
of Hobson28 and the fact that 0, ... Oa[F(~, 1], 12A)]-l/Z can 
be majorized by MiF(~, 1], 123" .,A)]-1/2, where MJ is a 
positive constant. 
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The principle of compensation of dangerous diagrams (PCDD) is derived at finite temperature for 
boson systems by minimizing the average number of Bogoliubov quasiparticles in the system. The 
conditions obtained state that (a) the amplitude for the creation (or annihilation) of a single 
quasiparticle is zero and (b) the amplitude for the creation (or annihilation) of a pair of 
quasiparticles is zero. These conditions are expanded in finite·temperature perturbation theory, using 
both the density matrix and Green's function methods. In first order the resulting equations are the 
Hartr«r-Fock-Bogoliubov equations for a homogeneous boson system at finite temperature which can 
also be obtained from a free energy variational principle. 

I. INTRODUCTION 

Bogoliubovl originally formulated the principle of 
compensation oj dangerous diagrams (PCDD) as a means 
of determining the coefficients in his canonical trans­
formation to quasiparticles, which we will call bogolons. 
By chOOSing the coefficients such that the sum of all the 
vacuum to two-bogolon diagrams vanished,2 he was able 
to eliminate diagrams in the perturbation expansion of 
the ground-state energy which diverged and were hence 
.. dangerous." Although motivated originally by boson 
systems, 3 the PCDD had its first applications to super­
conductivity l where it was shown that the compensation 
of the lowest order dangerous diagrams (CLODD) gave 
the same result as the energy variational principle. 4 
Higher order corrections in the PCDD were later shown 
to be important in both fermion systems5 and boson 
systems. 6 Hence it became important to justify the 
PCDD on more fundamental grounds than the vanishing 
of divergent diagrams in an expansion whose conver­
gence was, unknown. 

In two previous papers on boson systems, 7,8 the 
PCDD was justified on the basis of some variational 
prinCiples. In Paper I the over lap between the true 
ground-state wavefunction and the bogolon vacuum state 
was maximized to obtain a form of the PCDD. In Paper 
II the expected number of bogolons in the true ground 
state was minimized to obtain the PCDD. These papers 
were extensions of previous work on fermion systems9 

to boson systems. 

In the present paper it is shown that the PCDD II can 
be extended to finite temperatures by minimizing the 
grand canonical average number of bogolons in the sys­
tem. The conditions obtained state that (a) the amplitude 
for the creation (or annihilation) of a single bogolon is 
zero, and (b) the amplitude for the creation (or annihila­
tion) of a pair of bogolons is zero. These amplitudes 
can then be expanded in finite-temperature perturbation 
theory. The density matrix perturbation expansionlO is 
developed for a temperature dependent unperturbed 
Hamiltonian and perturbation, which is shown to be the 
same as for a temperature independent unperturbed 
Hamiltonian and perturbation. The bogolon Green's 
functions developed in II are extended to finite tempera­
ture by replacing the unperturbed single-bogolon prop­
agator at zero temperature by the unperturbed finite­
temperature propagator. 11 These perturbation methods 
are used to expand the PCDD to first order to obtain the 

compensation oj the lowest order dangerous diagrams 
(CLODD). The resulting equations are the Hartree­
Fock-Bogoliubov (HFB) equations12 for a homogeneous 
boson system at finite temperature. These equations 
were apparently first derived by Tolmachev. 13 

The HFB equations or modifications of them have been 
obtained by previous authors by a variety of methods. 
After the sucess of the pairing theory of superconduc­
tivity, many authors attempted similar theories of 
superfluidity, with and without explicit treatment of the 
zero-momentum single-particle condensate. The pair 
theory of Girardeau and Arnowitt, 14 based on the energy 
variational principle, gave a theory in which both the 
single-particle condensate and pair correlations were 
taken into account at zero temperature. Unfortunately, 
their theory had the unphysical feature of a gap in the 
energy spectrum at zero momentum. This theory was 
extended to finite temperature by Wentzel, 15 who used 
the concept of the thermodynamically equivalent Hamil­
tonian, and by Girardeau, 16 who used a free energy 
variational principle. Wentzel's theory was further de­
veloped and discussed by Luban, 17 who treated the zero­
momentum condensate in a different way than by re­
placing the particle operators for the state by c-num­
bers. 3 The treatment of the condensate by Valatin and 
Butler18 at zero temperature, and later by Valatin19 at 
finite temperature, was in such a way as to eliminate 
the gap in the excitation spectrum. Their approach leads 
to other difficulties, as was pointed out by Kobe. 20 The 
HFB equations for a homogeneous boson system at finite 
temperature have also been obtained by the Green's 
function method by several authors. 13,21 

In the Soviet Union, work of Bogoliubov, Zubarev, 
and Tserkovnikov22 on phase transitions using a form 
of the PCDD at nonzero temperature was applied by the 
latter two authors to the nonideal Bose gas. 23 The equa­
tions they obtained are very similar to the equations of 
Tolmachev, 13,24 who used both Green's functions and a 
free energy variational principle, as well as making a 
remark about the PCDD in lowest order. The equations 
he obtained are the HFB equations for a homogeneous 
boson system at finite temperature. A modification of 
this theory was also developed by Gelikman, 25 who did 
not obtain a gap in the single-particle spectrum. 

In the next section a canonical transformation, which 
treats the zero momentum state exactly, is made on the 
full Hamiltonian to obtain the bogolon Hamiltonian. A 
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free energy, which is an upper bound to the true free 
energy, is constructed in Sec. III from an unperturbed 
Hamiltonian in terms of free bogolons. This free energy 
is varied in Sec. IV to obtain the HFB equations for a 
homogeneous boson system at nonzero temperature. In 
Sec. V the PCDD is derived by minimizing the average 
number of bogolons in the system at nonzero tempera­
ture. A finite temperature perturbation theory is de­
veloped in Sec. VI for the density matrix. The PCDD is 
expanded to first order in Sec. VII to obtain the HFB 
equations. In Sec. VIII the same set of equations is 
shown to follow from the finite-temperature generaliza­
tion of the bogolon Green's functions. Finally the con­
clusions are given in Sec. lX. 

II. BOGOLON HAMILTONIAN 

The grand canonical Hamiltonian for a system of 
bosons interacting with each other through the two-body 
potential V is26 

H=E(e1<- fJ.)aZa,. +~ L; (121 V! 34)alala3a4' (2.1) 
k 1234 

where ek =k2/2m is the kinetic energy of a particle of 
mass m and momentum k, and fJ. is the chemical poten­
tial. The creation and annihilation operators, at and at> 
respectively, for a particle with momentum (I) = (k1), 

satisfy the usual boson commutation relations. The 
matrix elements of the potential (121 VI 34) in Eq. (2.1) 
are symmetrized. 

A partial diagonalization of the Hamiltonian can be ob­
tained by making a canonical transformations to 
Bogoliubov quasiparticles or bogolons. The canonical 
transformation27 

(2.2) 

expresses the particle annihilation operator as a linear 
combination of the bogolon creation and annihilation 
operators, Y!;. and Yk , respectively. The zero-moment­
um state can be macroscopically occupied, which is 
taken into account by the c-number <1>0' There is, of 
course, a gain in generality by using the CPo since, as a 
special case, it can be zero. The use of the bogolon 
operators for zero momentum insures that the particle 
creation and annihilation operators for zero momentum 
satisfy the commutation relations. In order for the 
bogolons to be bosons, the bogolon creation and annihi­
lation operators must also satisfy boson commutation 
relations. The coefficients Uk and vk in the canonical 
transformation must then satisfy 

(2.3) 

and also be even functions of k. 

When the canonical transformation in Eq. (2.2) is 
made on the Hamiltonian of Eq. (2.1), and all the terms 
are normal ordered, the Hamiltonian can be written as? 

(2.4) 

where j, k = 0, 1, 2, 3, 4 and j + k = 0, 1, 2, 3, and 4. The 
term Hi/< has j bogolon creation operators and k bogolon 
annihilation operators, 
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(2.5) 

where the sum is over all momenta. The coefficient 
hp.(1, 2, ... ,j;j + 1, ... ,j + k) is symmetric with respect 
to the interchange of the first j variables, and also with 
respect to the interchange of the last k variables. The 
coefficients involve the matrix elements of the potential 
and the coefficients in the canonical transformation, and 
are given in Table II of 1. 

III. FREE ENERGY 

A free energy function is constructed in this section 
whiCh is an upper bound to the exact free energy in the 
grand canonical ensemble. This variational free energy 
is the sum of the free energy of the unperturbed system 
and the average in the unperturbed system of the per­
turbation. That this variational free energy is an upper 
bound to the exact free energy is based on an inequality 
for the partition function due to Peierls, 28 and has 
variously been attributed to Bogoliubov by Kvasniko~9 
and to Schultz29b by Valatin. 4 Girardeau16 gives a 
brief sketch of a proof due to Miihlschlegel. 30 Because 
of its importance and for the sake of completeness it is 
given in Appendix A. The exact free energy of the sys­
tem in the grand canonical ensemble is 

F=-kBTlnZ, (3.1) 

where kB is Boltzmann's constant and T is the absolute 
temperature. The grand partition function Z is defined 
as 

Z = Tr[ exp( - 13H)], (3.2) 

since H in Eq. (2.1) contains fJ.N, where N is the num­
ber operator, and i3=(kB Tr 1

• 

An unperturbed temperature-dependent Hamiltonian 
Ho can be defined which is diagonal in the bogolon 
representation, 

(3.3) 

where the bogolon kinetic energy E k , the bogolon opera­
tors Yk , and U are all dependent on the temperature. 
The best chOice of E k , ib and U are made later on the 
basiS of the variational principle. The unperturbed 
Hamiltonian Ho is added to and subtracted from the 
Hamiltonian H, so that the perturbation, 

H' (13) = H - Ho({3), (3.4) 

is also temperature dependent. The full Hamiltonian in 
Eq. (2. 1) is not temperature dependent. 

The upper bound to the exact free energy, 29,30 dis­
cussed above, is (see Appendix A) 

F,,; Fo + (H')o= F var, (3.5) 

which defines the variational free energy Fvar' The free 
energy Fo for the unperturbed system is 

Fo::='- kBTlnZo, 

where the unperturbed grand partition fUnction is 

Zo = Tr[exp(- 13Ho)]· 

(3.6) 

(3.7) 

The unperturbed partition function can be easily evalu­
ated in the bogolon representation, and the unperturbed 
free energy is thus 
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• + o + 

FIG. 1. The graphical representation of the internal energy in 
Eq. (3.14). The lines denote bogolon lines, and the vertex with 
j lines in and k lines out denotes hjk • 

(3.8) 

The average in the unperturbed system is defined as 

( .. ')0 = Z(il Tr[exp(- (3Ho) ••• ]. (3.9) 

Thus the average of the perturbation H', needed in Eq. 
(3.5), is 

(H')o = (H)o - U - 6 Eknk' (3.10) 
k 

from Eq. (3.4), where the average bogolon occupation 
number is 

(3.11) 

The variational free energy in Eq. (3.5) is obtained 
by adding Eqs. (3.8) and (3.10), and can be written in 
the familiar form31 

F var = (H)o - TSo• (3. 12) 

The entropy So for a system of noninteracting bogolons 
is 

So = kB 6 [(nk + 1) In(nk + 1) - nk lnnk], (3.13) 
k 

and is obtained by eliminating (:3E", in terms of nk by 
means of Eq. (3.11). 

The internal energy (minus 1J.(N)0 where N is the 
particle number operator) in Eq. (3.12) can be evaluat­
ed in the unperturbed ensemble by substituting Eq. (2.4) 
into Eq. (3.9), which gives 

The average of the operators yZY;YpY", was used in ob­
taining Eq. (3.14) and is given in Eq. (B4) of Appendix 
B. The internal energy in this approximation is shown 
in Fig. 1, where the three terms are in one-to-one cor­
respondence with the terms in Eq. (3.14). The lines 
shown are bogolon lines and the vertices are bogolon 
vertices. When the expressions for Hoo , h11' and h22 

from Table II of I are substituted into Eq. (3.14), the 
result is 

(H)o = - IJ.CP~ + ~(OO I V I OO)CP~, 
+.0 (ek - lJ.)[v~ + (u: + v:)nk ] 

k 

+ CP~6 (001 VI-kk)14vk(l + 2n"k) 
k 

+ 2CP~.0 (Ok I V I kO) [v: + (U; + v:)nk] 
k 
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(3.15) 
as shown in Appendix C. Equation (3.12) together with 
Eqs. (3.14) and (3.15) are used in the following sec~on. 

IV. MINIMIZATION OF THE FREE ENERGY 

The inequality in Eq. (3.5) shows that Fvar in Eq. 
(3.12) is an upper bound to the exact free energy. 32 To 
obtain the least upper bound of this form, F var is 
minimized with respect to nk' 14, Vk' and CPo, subject to 
the constraint of Eq. (2.3). The equations resulting 
from the variation will, of course, determine these pa­
rameters. The nk in Eq. (3.11) can be considered an 
unknown parameter, since it'is a function of the un­
known bogolon kinetic energy Ek in Eq. (3.3). 

The minimization of Fvar in Eq. (3.12) with respect 
to nk gives 

The term ~ is defined as 

~k == h11(k, k) + 4.0 h22(k,p,p, k)nl>' 
I> 

(4.1) 

(4.2) 

where h11 and h22 are given in Eqs. (C2) and (C3), and 
is shown graphically in Fig. 2. The differentiation of 
Eq. (3.14) with respect to nk corresponds to cutting a 
bogolon line in Fig. 1 which gives Fig. 2. Equation 
(4.1) implies that 

nk==[exp({3~k)-l]-\ (4.3) 

so that on comparison with Eq. (3.11) the bogolon 
kinetic energy Ek in Eq. (3.3) is determined to be 

ETr==~' 

When Eqs. (C2) and (C3) are substituted into Eq. 
(4.2) and Eq. (4.4) is used, the bogolon energy, 

(4.4) 

(4.5) 

is obtained. The single-particle energy Uk is the kinetic 
energy minus the chemical potential plus dressing, 

Uk = ek - IJ.+ 2(kO I vi Ok)cpg + f"" (4.6) 

where the noncondensate Hartree-Fock dressing is 

fk = 2.0 (kp I V Ipk) [v; + (u; + v;)nl>]' (4.7) 
I> 

The pair potential ak in Eq. (4.5) is 

ak==(k, -k I VIOO)cpg+ gk, (4.8) 

where the noncondensate contribution 

gk ==.0 (k, - k I vl- p,p)Upvl>(l + 2np) (4.9) 
p 

describes the scattering of pairs of particles with equal 
but opposite momentum. 

• + 
FIG. 2. The graphical representation of the bogolon energy in 
Eq. (4.2). 
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The minimization of Fvar in Eq. (3.12) with respect to 
Uj, and v" subject to the constraint in Eq. (2.3) gives 
the condition 

(4.10) 

from which the 14 and v" are determined. Equation 
(4.10) together with Eq. (2.3) shows that the coefficients 
'in the canonical transformation of Eq. (2.2) satisfy 

2u,.v" = - L\,,(U: - L\:t 1
/

2 (4.11) 

and 

(4.12) 

When these expressions are substituted into the bogolon 
energy in Eqs. (4.4) and (4.5) the result is 

(4.13) 

The free energy in Eq. (3.12) can also be minimized 
with respect to the condensate amplitude CPo, 

BF 
~= [- J.1. + (001 vloo>cp~+go +!o]2CPo= o. (4.14) 

If the zero-momentum state is macroscopically oc­
cupied, then CPo* 0 and Eq. (4.14) determines the chemi­
cal potential to be33 

J.1.=(001 VIOO)cp~+!o+go. (4.15) 

When this expression for the chemical potential is used 
in Eq. (4.13), a gap in the energy spectrum at k= 0 is 
obtained, 

(4.16) 

which was first found by Girardeau and Arnowitt. 14 This 
gap is not physical and violates the Hugenholtz and 
Pines34 theorem. If the variation principle in Eq. (4.14) 
is not used, the chemical potential can be cbosen to 
eliminate tbe gap. The result is the right-hand side of 
Eq. (4.15) minus 2go. 

The density of particles in the unperturbed system 
can be obtained by taking the average of the particle 
number operator N in the unperturbed ensemble, and 
dividing by the volume n. On substituting the number 
operator N into Eq. (3.9), we obtain 

\N)o/n= cp~/n + n-1 6 [v: + (u! + v!)n/>]. (4.17) 
/> 

If (N)o/n is taken to be the density of the original sys­
tem, then CPo can be determined. As Girardeau16 has 
pointed out this condition does not follow from the varia­
tional principle since Eq. (3.5) is valid for fixed J.1.. He 
uses Eq. (4.15) to determine CPo and then the exact 
chemical potential is unknown. It may, however, be 
determined approximately by using perturbation theory. 

V. MINIMUM NUMBER OF BOGOLONS 

The coefficients in the canonical transformation of 
Eq. (2.2) can be obtained from a variational principle 
other than the one of the last section. Tbe principle 
used here is an extension of the PCDD II to finite tem-

1838 

where the average is with respect to the grand canonical 
ensemble. The average in the grand canonical ensemble 
is defined as 

( ... > = Z-l Tr[exp(- (3H) ••• ], (5.2) 

where Z is the grand partition function in Eq. (3.2). 
Since H does not depend on the coefficients in the 
canonical transformation in Eq. (2.2), they enter only 
through the dependence of 1',.. and yt on them. 

A criterion for the choice of the coefficients in the 
transformation is to minimize the average number of 
bogolons in the system. With fewer bogolons present, 
the bogolon interactions will not be as important and the 
bogolons will behave more like an ideal gas. Then it can 
be expected that the free bogolon model will be a better 
approximation to the true system. Equation (2.2) can be 
used to express the yZ and 1'" in terms of the particle 
creation and annihilation operators and u,., v", and CPo. 

When Eq. (5.1) is minimized with respect to CPo, the 
result is8 

(1'6)= 0, (5.3) 

which states that tbe amplitude for the creation (or 
annihilation) of a single bogolon is zero. In graphical 
form it is shown in Fig. 3a. In the language of perturba­
tion theory, Eq. (5. 3) states that the sum of all the 
diagrams leading to the creation (or annihilation) of a 
single bogolon is zero. This condition is the formula­
tion of the augmented PCDD for boson systems8 at 
finite temperatures, and is due to the exact treatment 
of the zero-momentum state. 

Minimizing Eq. (5.1) with respect to Uj, and v" sub­
ject to the constraint in Eq. (2.3), we obtain8 

(yZy!;') = 0, (5.4) 

which states that the amplitude for the creation (or 
annihilation) of a pair of bogolons is zero. In the 
language of perturbation theory, Eq. (5.4) states that 
the sum of all the diagrams leading to the creation (or 
annihilation) of two bogolons is zero. This condition is 
the formulation of Bogoliubov's principle of compensa­
tion of dangerous diagrams at finite temperature, and 
is shown graphically in Fig. 3b. 

The question arises as to the connection between the 
PCDD of this section and the free energy variational 
principle of the last section. The next section develops 

(a) 

perature. The average number of bogolons in the system (b) 

is 
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(5.1) 
FIG. 3. The prinCiple of compensation of dangerous diagrams 
(penn) in graphical form at finite temperature: (a) creation of 
a single bogolon; (b) creation of a pair of bogolons. 



                                                                                                                                    

1839 D.H. Kobe and G.W. Goble: Principle of compensation. III 

a finite temperature perturbation theory which is ap­
plied in Sec. VII to show that in first order the PCDD 
gives the same results as in Sec. IV. 

VI. PERTURBATION THEORY 

The criteria in Eqs. (5.3) and (5.4) for the coeffi­
cients in the canonical transformation cannot be used 
unless they are expanded in perturbation theory. In this 
section a finite temperature perturbation theory for 
\lOgolons is developed. Since the unperturbed Hamilton­
ian Ho in Eq. (3.3) depends on the temperature, the per­
turbation H' in Eq. (3.4) also depends on the tempera­
ture. The usual finite-temperature perturbation theory10 

must therefore be somewhat modified. 

The grand canonical density matrix, 

p«(3) = exp( - (3H), 

satisfies the Bloch equation, 

- ap«(3) = Hp«(3) . 
a(3 

(6.1) 

(6.2) 

The Hamiltonian H in terms of some arbitrary inverse 
temperature a which will be determined later is 

H=Ho(a) + H'(a), (6.3) 

from Eq. (3. 4). The density matrix can be written in 
terms of the unperturbed Hamiltonian Ho(a) as 

p«(3) = exp[- (3Ho(a)]W«(3, a). (6.4) 

By substituting Eq. (6.4) into Eq. (6.2) and using Eq. 
(6.3), the equation for the operator W«(3, a) is 

(6.5) 

where the operator in the interaction picture for finite 
temperature is 

H;(a, (3)= exp[(3Ho(a)]H'(a) exp[- (3Ho(a)]. (6.6) 

Equation (6.5) can be converted into an integral equa­
tion by integrating, and we obtain 

W«(3, a) = 1- fo8 d(31H;( a, (31) W«(3l> a). (6.7) 

On iterating Eq. (6.7), the perturbation expansion 

W«(3, a) = t (- 1)" 18 d(31 t1 d(32 ••• 18
"-1 d(3n 

"=0 0 0 0 

XH;«(3l> a)H;«(32, a) ••• Hf«(3", a) (6.8) 

is obtained. Now the arbitrary inverse temperature a 
can be set equal to (3 and Eq. (6.4) becomes 

p«(3) = exp[ - (3Ho«(3) ]W«(3, (3), (6.9) 

where W«(3, (3) is obtained from Eq. (6.8) with 01= (3. The 
result is exactly the same as if the temperature depen­
dence of Ho«(3) and H'«(3) had been ignored. 10 In the 
following section this expansion is used to obtain a per­
turbation expansion of the PCDD. 

VII. COMPENSATION OF THE LOWEST ORDER 
DANGEROUS DIAGRAMS 

In this section the perturbation theory developed in 
the last section is used in first order in connection with 
the PCDD of Sec. V to obtain the compensation of the 
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lowest order dangerous diagrams (CLODD). It is shown 
that the C LODD is completely equivalent to the results 
obtained from the free energy variational prinCiple in 
Sec. IV. 

The PCDD for the single-bogolon amplitude given in 
Eq. (5.3) can be written in first order of perturbation 
theory as 

(H 10 Yo)o + (H 21 Yo)o = 0, (7. 1) 

on using Eqs. (5.2), (6.9), (3.4), and (2.4). The aver­
age is defined in Eq. (3.9). The other terms in H' do 
not contribute in Eq. (7.1) since the number of bogolons 
created must equal the number annihilated. 

When Eq. (2.5) is used in Eq. (7.1), the result is 

(7.2) 

The number of bogolons in the zero-momentum state if:> 
given by Eq. (3.11) with k= 0, which is not infinity 
since Eo*O by Eq. (4.16). The average of the four 
operators in Eq. (7.2) is given by Eq. (B4) for k= O. 
Therefore, Eq. (7.2) becomes 

hlO +2'6h21(opp)np = 0, (7.3) 
p 

which is shown graphically in Fig. 4a. The first term 
in Fig. 4a describes the creation of a single bogolon, 
and the second term describes the creation of two 
bogolons and the annihilation of one. 

From Table II of I the coefficient hlO is 

h10 = (- Il + '6 (k - k I V I OO)UkVk + 2'6 (Ok I V I kO)v: 
~ k 

and the coefficient h21 (0, k, k) is 

h21 (0, k, k) = cf>o(Uo + vo)[ (Ok I vi kO)(u: + v:) 

+ (k - k I vi OO)UkVk]. 

(7.4) 

(7.5) 

When these coefficients are substituted into Eq. (7.3), 
the result is 

[- Il + (00 I V I 00)cf>~ + go + fo]2cf>0 = 0, (7.6) 

which is the same as Eq. (4.14). Thus the PCDD to 
first order in Fig. 4a gives the same result as the 
minimization of the free energy with respect to· cf>o in 
Sec. IV. 

• + = 0 

(a) 

c + = 0 

FIG. 4. Compensation of the lowest order dangerous diagrams 
(CLODD) at finite temperature: (a) creation of a single bogolon; 
(b) creation of a pair of bogolons. 
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The PCDD for the two-bogolon amplitude given in Eq. 
(5.4) can be written in first order of perturbation theory 
as 

(7.7) 

on using Eqs. (5.2), (6.9), (3.4), and (2.4). The aver­
age is defined in Eq. (3.9). The other terms in H' do 
not contribute in Eq. (7.7) because the number of 
bogolons created must equal to the number annihilated. 
When Eq. (2.5) is used in Eq. (7.7) the result is 

"E h20(p, - p ) (y:y!P Yk Y -/l)o + "E h31(pqrs) 
p Hn 

(7.8) 

The average values in Eq. (7.8) are given in Eqs. (B5) 
and (B6) for k*O and in Eqs. (B7) and (B8) for k=O. 
Equation (7.8) for all k thus becomes 

(7.9) 

which is shown graphically in Fig. 4b. The first term 
in Fig. 4b corresponds to the creation of a pair of 
bogolons, and the second to the creation of three and 
the annihilation of one. 

From Table II of I the coefficient hao(k, - k) is 

hao(k, -k)= (ek - fJ + 2~ (kp 1 VIPk)(V:+<P~OPo)) 

x u,.Vk +~ ~ (p - pi vl- kk)(upvp + opo<P~) 

x (u: + v:), 

and the coefficient h31 is 

3h31(P, k, - k, p) = (kp 1 Vlpk)(u! + V!)u,.Vk 

(7. 10) 

+ (k - p 1 V 1- pk>(u! + V!)UkVk 

+(k-klvl-pp>upvp(u~+v:). (7.11) 

When the coefficients in Eqs. (7.10) and (7.11) are sub­
stituted into Eq. (7.9) the result is 

(7.12) 

which is the same as Eq. (4.10). Thus the PCDD to 
first order in Fig. 4b gives the same result as the 
minimization of the free energy with respect to Uk and 
Vk in Sec. IV. 

The bogolon energy Ek can be determined from the 
thermal average of y~oY: where Ho is given in Eq. 
(3.3). In lowest order of perturbation theory, the aver­
age of ykHoYZ is its average for the unperturbed system 
in Eq. (3.9), and is 

(YkHOY/JO/\nk + 1):= (Ho>o + Ek, (7.13) 

where the average is divided by nk + 1 for normaliza­
tion. The average of Ho in the unperturbed system 

(Ho>o:= U + 6 Epnp, (7.14) 
p 

is the unperturbed internal energy. 

Equation (7.13) can be compared with the result ob­
tained from calculating (YkHy/J. In lowest order of 
perturbation theory, we obtain 

(YkHykf)o = HOO(Yk Y/Jo + 6 h11 (p, p)(Yk Y:Yp Ykf)O 
p 
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(7.15) 

on using Eqs. (3.9), (2.4), and (2.5). The average re­
quired are given in Eqs. (B9)-(B11), which gives the 
result 

(7.16) 

where <P>o is given in Eq. (3.14) and ~k is given in Eq. 
(4.2). The right-hand side of Eq. (7.16) is the internal 
energy plus one excitation of energy ~. 

The unperturbed Hamiltonian in Eq. (3.3) can be de­
termined by equating Eqs. (7.13) aJld (7.16). The 
bogolon energy then becomes 

(7.17) 

where ~k is given in Eqs. (4.2) and (4.5). The unper­
turbed Hamiltonian Ho and the Hamiltonian H are chosen 
to have the same average value in the unperturbed en­
semble, so that U is determined by 

(7.18) 

from Eq. (7.14). 

The result in Eq. (7.17) is the same as Eq. (4.4), so 
the compensation of the lowest order dangerous dia­
grams (CLODD) in this section gives the same result as 
the free energy variational principle in Sec. IV. 

VIII. GREEN'S FUNCTION THEORY 

In this section the Green's function equations of mo­
tion for the bogolons obtained in II at zero temperature 
are generalized to finite temperature, and used to ob­
tain the CLODD. The results obtained are identical to 
the results of the last section and Sec. IV. 

The many-time causal propagator or Green's function 
describing the annihilation of n bogolons and the crea­
tion of m bogolons with all possible processes allowed 
by the Hamiltonian taking place is 

q nm(l, 2, ... , n + 1, ... , n + m) 

=i(T{Y1Y2"'YnY~+1'''Y~+m}>, (8.1) 

where j = (kj , t J) is the momentum k j and time tj asso­
ciated with bogolon j = 1, 2, ... , n + m. The creation and 
annihilation operators are all in the Heisenberg picture, 
and the time-ordering operator T orders the creation 
and annihilation operators with the largest time on the 
left and the smallest on the right in descending order. 
The average in Eq. (8.1) is the average over the grand 
canonical ensemble defined in Eq. (5.2). The tempera­
ture (3"1 is considered only as a parameter in this ap­
proach. The Fourier transform of q nm in the sense of 
Eq. (7.2) of II is denoted as Gnm • 

The equations of motion for Y nm may be obtained 
exactly as for the zero-temperature case in II. The 
method followed there was first used for fermion 
bogolons. 35 For particles a similar method was used 
at zero temperature, 36 and later extended to finite 
temperatures. 11 

The equations of motion for the finite temperature 
case have the same structure as the equations at zero 
temperature in Figs. 1, 2, and 3 of II. However, the 
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FIG. 5. The approximate equation of motion for the single­
bogolon creation propagator. The propagators involving several 
bogolons in the exact equation have been factored. 

zero-temperature unperturbed propagator in Eq. (7.5) 
of II is replaced by the finite-temperature unperturbed 
propagator 

o( ()-1 (: (ii1 + 1) 121) ( ) G 1, 2) == 21T 61a - E +'0 + E'O' 8. 2 
Wl - 1 Z Wl - 1 - Z 

where 121 is the average bogolon occupation number in 
Eq. (3.11) and El is the bogolon kinetic energy in Eq. 
(3.3). Equation (8.2) is the Fourier transform of the 
bogolon propagator 

G~l(l, 2) == i(T{hymo (8.3) 

in the unperturbed system. 11 

Since the perturbation at nonzero temperatures is 
given by Eq. (3.4), there is an extra perturbation of 
the form 

~ [hu(l, 2) - E161aMYa (8.4) 

added to the interaction Hamiltonian in II. The ap­
propriate modifications must then be made in Sec. 7 of 
II. 

The equation of motion for Go1(1), the Fourier trans­
form of q 01(1), is obtained from Fig. 3 of II for n== 0, 
m == 1. The Green-'s functions involving several bogolons 
can be factorized into Green's functions involving fewer 
bogolons in the usual way35 [cf. Eq. (8.6)] and the re­
sulting equation for GOl is given in Fig. 5. Figures 5b 
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and 5c are irreducible in the sense that they cannot be 
split into two parts by cutting either one bogolon line or 
two bogolon lines pointing in the same direction. All the 
other diagrams in Fig. 5 are reducible. The compensa­
tion of these lowest order irreducible dangerous dia­
grams gives 

21Ti J dl'h~1(1')GO(I'1) + 41T J dl' d2' d3'h~2(3'2'1') 

XG11(3'2')Go(I'1)== 0, (8.5) 

where the h;_ is hJ_ multiplied by a 6 function for the 
conservation of energy. When the unperturbed propaga­
tor in Eq. (8.2) is substituted into Eq. (8.5) for 
Gu (3', 2') and the integral is closed in the upper-half 
w~-plane, the complex conjugate of Eq. (7.3) is obtained 
from which the chemical potential is determined. Equa­
tion (8. 5) in this approximation is shown graphically in 
Fig. 4a. When the irreducible dangerous diagrams are 
compensated, then Fig. 5 is a homogeneous equation 
for GOl involving only the functions GOl> GlO, Goa, and 
Gao· 

The equation of motion for the propagator Goa can be 
obtained from Fig. 3 of II by setting n == 0, m == 2. When 
the propagators involving several bogolons are fac­
torized into those for fewer, the equation shown in Fig. 
6 is obtained. The diagrams of Figs. 6c and 6f show the 
irreducible dangerous diagrams that cannot be divided 
into two parts by cutting either one bogolon line or two 
bogolon lines going in the same direction. The diagram 
of Fig. 6f occurs because the two bogolon propagator 
G22 is factored, 

Gaa(1234) == - i[G ll (14)Gll (23) + Gll (13)Gu (24)]. (8.6) 

The lowest order irreducible dangerous diagrams can be 

8== 0-- + 

(a) (b) 

<G= + ~= + 

10 
(e) 

(d) 

~ + ~ + 
II 

(e) (f) 

~ ~:-+ + 

02 20 

(g) ( h) 

~ + B~-02 

(i) (j) 

FIG. 6. The approximate equation of motion for the two-
bogolon creation propagator. The propagators involving several 
bogolons in the exact equation have been factored. 
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02 (j) 
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FIG. 7. The approximate equation of motion for the single­
bogolon propagator. The propagators involving several 
bogolons in the exact equation have been factored. 

compensated, which gives 

41T f d1' d2'h~a(1'2')GO(1'1)Gll(2'2) 

-121Ti f d1' d2' d3' d4'hf3(4'3'2'1') 

x Gll(3' 4')GO(1 '1)Gu(2'2) = O. (8.7) 

When Eq. (8.2) is substituted into Eq. (8.7) for Gu (3'4'), 
and the integral is closed in the upper-half w~-plane, the 
complex conjugate of Eq. (7.9) is obtained which deter­
mines the coefficients u" and vk • Equation (8. 7) in this 
approximation is shown graphically in Fig. 4b. 

The equations in Fig. 6 for Goa and Fig. 5 for GOl are 
homogeneous after the compensation of the irreducible 
dangerous diagrams, and involve only the functions G01 ' 

Gw , Goa, and Gao. Together with the corresponding 
homogeneous equations for G10 and Gao they have the 
trivial solution 

(8.8) 

Therefore, in this order all the diagrams corresponding 
to the dangerous processes of creation or annihilation 
of a single bogolon or a pair of bogolons are zero. 

The equation of motion for the single bogolon prop­
agator can be obtained from Fig. 1 of II by setting n = 1, 
m = 1. When the higher order bogolon propagators are 
factorized, the result in Fig. 7 is obtained. All the dia­
grams involving GOl> GlO, Goa, or Gao are zero because 
of Eq. (8.8). The only surviving diagrams are those of 
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Figs. 7f, 7j, and 7k. A further simplification occurs if 
the bogolon energy Ek is chosen such that Fig. 7j just 

. cancels Fig. 7f. In other words, the bogolon energy is 
chosen such that the irreducible self-energy vanishes, 
which gives the condition 

- 21T f d1' d2'[hfl(1'2') -E1,61'2,]GO(1l') 

x Gll(2'2) + 81Ti f d1' d2' d3' d4' 

x h~a(1'3'4'2')Gll(4'3')GO(1l ')G ll (2'2) = O. (8.9) 

When the propagator Gu (4', 3') in the second term is 
replaced by the un,perturbed propagator in Eq. (8.2) and 
the integrals performed, Eq. (4.2) for the bogolon en­
ergy is obtained. Equation (8.9) in this approximation is 
shown in Fig. 2. 

Because of Eqs. (8.8) and (8.9), the bogolon propaga­
tor Gu (l, 2) is 

Gu (12)=G°(12), (8.10) 

In this order the replacement of the propagator Gu in 
Eqs. (8.5), (8.7), and (8.9) by GO involves no approxi­
mation. The bogolon kinetic energy, the chemical 
potential, and the coefficients u" and Vk are all deter­
mined from these three equations. 

Therefore, the finite temperature Green's function 
approach for the compensation of the lowest order 
dangerous diagrams gives the same result as obtained 
in Secs. VII and IV. It can be extended to higher-order 
dangerous diagrams, but this will not be done here. 

IX. CONCLUSION 

In this paper the principle of compensation of dan­
gerous diagrams (PCDD) proposed by Bogoliubov l

•
a is 

generalized to nonzero temperature. The average num­
ber of bogolons in the system is minimized, which 
should make the free bogolon model a better approxi­
mation to the true system. The result of this variational 
principle is the vanishing of the amplitudes describing 
the creation or annihilation of a pair of bogolons or 
a single bogolon. In first order of finite-temperature 
perturbation theory, 10 the compensation of the lowest 
order dangerous diagrams (CLODD) is identical with 
the equations obtained from a free energy variational 
principle. 13 This result is the finite temperature gen­
eralization of the result that at zero temperature the 
CLODD was derived from the Rayleigh-Ritz energy 
variational principle. 7 

The compensation of dangerous diagrams to higher 
orders would give results differing from the free en­
ergy variational principle. Since the free energy varia­
tional principle gives only an upper bound, a free ener­
gy closer to the exact one could be obtained. In the case 
of the charged Bose gas at zero temperature, the com­
pensation of dangerous diagrams to second order was 
shown to be important in eliminating divergences aris­
ing in the lower order approximations. 6 At finite tem­
perature it would also be expected that the second order 
dangerous diagrams would be important. 

The extension to finite temperatures of the PCDD I in 
which the overlap between the true ground state vector 
and the bogolon vacuum state was maximized does not 
seem to be generalizable to nonzero temperatures. 
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The methods used in this paper are of course applica­
ble to fermion systems with only minor modifications. 
Since in fermion systems there is no zero-momentum 
condensate, all the terms involving CPo would be zero. 
There are no diagrams involving the creation (or annihi­
lation) of only a single fermion bogolon. The criterion 
of minimizing the average number of bogolons in the 
system gives the' condition that the amplitUde for the 
creation (or annihilation) of a pair of bogolons is zero. 
When expanded to first order in perturbation theory to 
obtain the CLODD, the HFB equations12 for a supercon­
ductor at finite temperature ate obtained. 4,29,30 
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APPENDIX A: UPPER BOUND FOR THE FREE 
ENERGY 

An inequality satisfied by the grand partition function 
Z in Eq. (3.2) was proved by Peierls,28 

(A1) 

where the set of functions {~J is orthonormal, but not 
necessarily complete. 37 The Hamiltonian H is broken 
into an unperturbed part Ho in Eq. (3.3) and a perturba­
tion H' in Eq. (3.4). The states {~n} are taken to be the 
eigenstates of Ho with eigenvalues {E~}. Then Eq. (A1) 
can be written as 

(A2) 

where wn == Z r/ exp( - (3E~) and Z 0 is defined in Eq. (3. 7) . 
On using the lemma proved by Huang37 that the average 
of a function with positive second derivative is greater 
than the function of the average, we have . 

(A3) 

When this inequality is substituted into Eq. (3.1), the 
inequality in Eq. (3.5) is obtained.' 

A very thorough review of variational methods in 
classical and quantum statistical mechanics has recent­
ly been published by Girardeau and Mazo. 38 They refer 
to the inequality of Eq. (3.5) as the Gibbs-Bog.oliubov 

inequality, since its classical form was originally 
proved by Gibbs. 

APPENDIX B: AVERAGES OF OPERATORS 

The averages of various operators in the unperturbed 
ensemble that are required throughout the paper are 
given here. The average of the bogolon number opera­
tor YZ Yk is obtained by using the average defined in Eq. 
(3.9). The result given in Eq. (3.11) is obtained from 

- _( t ) _ alnZo 
nk - YkYk 0-- a({3E

k
) • 

The average of the number operator squared is 

(n2) == (t t) _ z;la2zo 
k 0 YI? Yk YI? Yk 0 - a({3E

k
)2' 
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which reduces to 

{n~o =2n: + nk , 
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(B3) 

The relative variance in the number of bogolons in the 
state k is thus of order one. 

By using the above method and the boson commuta­
tion relations, it can be shown that 

(yt,/y y) =={nkn~ for k"'p, . 
k ~ ~ k 0 ~ for k== p, (B4) 

which is used in Eq. (3.14). In Eq. (7.8) the averages 
for k"'O, . 

(Y:Y!~YkY-k)O==nkn-k(o~k + 0l>,-k) (B5) 

and 

~
npiikn~ for p*k, -k, 

(Y:Y:Y!"Y~'YkY-k)o== 21$1.- for p=k, 
2nkri!.. for p = - k, 

(B6) 

are needed, with the others being zero by momentum 
conservation. For k= 0 the averages needed in Eq. 
(7.8) are 

and 

t t t ~ 2np~ for p*O, 
(YPYoYoYpYoYo)0=\sn5 for p=O. 

In calculating the bogolon energy in Eq. (7.15) the 
average of the four operators 

t t\ _ptplnk + 1) for k*p, 
(Yk Y~ Yp Ywo -) (2nk + 1)(n,. + 1) for k== p 

(B7) 

(B8) 

(B9) 

is required. It is also necessary to have the average of 
the six operators for k * p, q, 

( t t 1\ _{niiplnk + 1) for p* q, 
YkYpYqYqYpYk/o- 2np(n

k
+1) for p=q, 

and for k=p, 

( t t . 1\ _ {nq(2nk + l)(n k + 1) 
hYkYqYqYkh/o- 2rik(3nk + 2)(nk + 1) 

in Eq. (7.15). 

APPENDIX C: INTERNAL ENERGY 

for k"'q, 
for k=q, 

(B10) 

(Bll) 

The expression for the internal energy in Eq. (3.14) 
is evaluated here. From Table II of I the internal ener­
gy at absolute zero is 

Hoo = - Ilcpg + ~ (ek - Il)v: + i (00 I vi OO)cp~ 
k 

+ cp~ ~ (00 I V 1- kk)UkVk + 2cpg ~ (Ok I V I kO)v~ 
k k 

+ i ~ (k, - k I vl-P,P)UkVqUpVp 
kt> 

+ ~ (kp I Vlpk)v:v:. qp (Cl) 

The coefficient hll (k, k) is the bogolon kinetic energy at 
absolute zero, and is 

hll (k, k)= (eq -Il + 2?t (kp I VIPk)(v!+ OPoCP~ 
X(u:+v:) + (~(P, -p I vl- k, k) 
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x (upvp + 6po¢~~ 2u~v_, (C2) 

from Table II of 1. The coefficient h32 in Eq. (3.14) 
describes the scattering of bogolons and can also be ob­
tained from Table II of I: 

2h22(kppk) = (kp 1 VIPk)(u~U; + v:v;) 

+ (k - pi V 1-pk)(u:v! + u!v:) 

+ 2(k - k 1 V 1-pp)upvp14.V~. (C3) 

When Eqs. (C1)-(C3) are substituted into Eq. (3.14) and 
combined, the expression for (11)0 in Eq. (3.15) is 
obtained. 

The effect of the last two terms in Eq. (3.14) is to 
make the replacements 

14.Vk -14.v~( 1 + 2nk) (C4) 
'and 

v:-v~+(U:+vDnk (C5) 

in the ground-state energy Hoo in Eq. (C1). These re­
placements are eqUivalent to replacing the unperturbed 
ground-state averages of a"a._ and a:a~ by their unper­
turbed thermal averages in Eq. (3.9) for k~O. 
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It is shown that A [n 11' n 101' n 111> q, N], the arrangement degeneracy arising when q 
indistinguishable particles are placed on a one-dimensional lattice of N equivalent compartments so 

that nil occupied nearest neighbors, n 101 next nearest neighbors of the IOI-type, and n 111 next 
nearest neighbors of the Ill-type are created, is given by A[nll' n 101 , n lll, q, N] 

=('N - 2q + nl1 + 2) {q - nll - l){q - nl1 )(nll - I\. The normalization and first moment of the next 
\ q - nl1 - n lOl \ nlOI \nl1 - nl1l \ nl1l) 

nearest neighbor density are determined. Similar results for the vacant next nearest neighbor 
degeneracy are also presented. 

I. INTRODUCTION 

The present paper is concerned with the development 
of an expression which will describe, for simple parti­
cles on a one-dimensional lattice, the degeneracy of 
those arrangements containing a prescribed number of 
occupied nearest and next nearest pairs. We will couch 
the following discussion in terms of the vacancy and 
occupation of lattice sites. ObViously, the results are 
applicable to any binary variable such as magnetic spin 
or A -B atoms in a binary alloy. 

For purposes of the present discussion we will consi­
der that there are two types of occupied next nearest 
neighbors: those with no intervening particle, which we 
will refer to as the 101-type (see Fig. lA) and those in 
which an intervening particle is present, designated the 
l1l-type (see Fig. lB). The number of 101 next nearest 
neighbor pairs in an arrangement is n lOl and nUl denotes 
the number of H1-type occupied next nearest neighbors 
in a single arrangement. Thus we consider the situation 
in which E i1 the interaction energy, can be written 

(1 ) 

where nu is the number of occupied nearest neighbor 
pairs on the arrangement and Vll' VlOl> and V lU are the 
appropriate energies of interaction. This expression for 
the interaction energy does not preclude the special case 
where VlOl = V lll • 

Specifically, in the present paper we seek to deter­
mine the multiplicity of those states characterized by 
n lH nlO l1 and nUl> that is, we wish to calculate A(nu , 
n lOl ' nUl1 q, N], the number of independent ways of 

B I Inl 10 1 I I 1&f$J91 I I 
FIG. 1. A. This figure shows two next nearest neighbors of the 
lOl-type. Two nearest neighbor pairs are also shown. B. 
Three next nearest neighbors of the HI-type are created from 
five occupied nearest neighbor pairs. 

arranging q indistinguishable particles on a one-dimen­
Sional space of N equivalent sites so that nu occupied 
nearest neighbor pairs are created together with nlOl 

next nearest neighbor pairs of the lOl-type and nlll next 
nearest neighbor pairs of the Ill-type. 

2. DETERMINATION OF A[n ll , nlOI, nlll, q, NJ 

When q indistinguishable particles are arranged on a 
one-dimensional lattice of N equivalent sites to form 
nll , nlOl1 and nUl pairs of nearest and next nearest 
neighbors there are always q -nu -nlOl "units" formed 
(see Fig. 2). Here, we define such "units" to consist of 

(1) a sequence of one or more occupied sites in which 
each occupied site is separated from its occupied 
neighbors by at most a Single vacancy; 

(2) two vacant sites (if needed) at one end of the 
sequence to separate the "unit" from other "units" 
on a particular arrangement. 

Thus a "unit" is a contiguous sequence of nearest 
neighbor and/or next nearest neighbor pairs separated 

FIG. 2. For the situation in this figure, N= 15, q= 9, nu = 5, 
nl0l = 2, and nUl = 3, we see that 

(
N- 2q+nu +2)=( 4) =6 
q-nu-nIOI 2 

reflects the fact that there are two ''units'', which we assume 
initially to be indistinguishable, and two indistinguishable, 
permutable vacancies (indicated by x's); these "units" and va­
cancies may be made to form six independent arrangements. 
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FIG. -3. In this figure we show that the separations within and 
between ''units'' may be interchanged to form new arrangements 
while conserving the number of ''units'' as we 11 as q, n U and 
n101' We choose the third arrangement shown in Fig. 2. The 
single vacancies, of which there are two within the "units," 
may be permuted with the double vacancy within the 'units" in 

(
q-nu-l)= (3) =3 
n101 2 

ways. Next nearest neighbors of the lOl-type representing the 
number of separations consisting of a single vacancy are indi­
cated by """ and the other kind(s) of separations consisting of 
two or more contiguous vacancies are represented by =. 

from other "units" by two vacant sites at one end which 
serve to terminate the "unit" and isolate it from the rest 
of the particles on the array. 

The reason there are q -nll -nlOl "units" is that there 
are q - 1 separations between the q particles on an 
array; nll of these separations are between occupied 
nearest neighbors and nlOl separations are between next 
nearest neighbor pairs of the 1 01-type. Consequently, 
there are q - 1 - nll - nlOl separations which are neither 
between nearest neighbor nor next nearest neighbor 

x I ~ I I * I IcqJ9tQl9=t9J I I I [<?=f=9J I x I 

x I ~ I l~i~=f=C?l~f~ I I ~ I I I [qt~ I x I 

x I ~ I 1!9~fg=t=Q~IQt9JI l~tg]1 I I ~ I x I 

x I@t<?~t~~l=i?t~ I I ~ I I ~ I I I [c?t~J I x I 
x 11=~1~1=~~l-~tCyjl I ~ I 1[~1~]1 I I ~ I x I 

x 1[~l~tgt~J~JI 1[~l9]1 I ~ I I I ~ I x I 
FIG. 4. In this figure we have selected the third arrangement 
in Fig. 2. There are nU-nU1 =2 groups consisting of two or 
more contiguous particles. We initially consider these groups 
to be indistinguishable from one another. There are q - 2n11 
+ ~1I = 2 indistinguishable groups consisting of exactly of a 
single particle. These two groups may be arranged in 

(
q-n11 \_(4)_6 
n11-n111J 2 

independent ways shown in this figure. The single particles are 
indicated by arrows and the groups consisting of two or more 
contiguous particles are surrounded by dashed boxes. 
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pairs. Such separations are therefore composed of two 
or more vacancies and therefore between "units." If 
there are q - 1 - nu - nlOl of these separations between 
"units" there must be q - nu - nlOl "units." We shall 
assume initially that these units are identical (indistin­
guishable from one another) regardless of their com­
position and/or configuration. 

These "units" can be permuted with some of the 
vacancies to form additional independent arrangements 
(see Fig. 2). Not all of the vacancies can be so used, 
however; some must be utilized to form nlOl pairs and 
2 [q - nll - nlOl - 1] vacancies are required to separate the 
"units" from other "units" (One of the "units" at the end 
of the array does not need two vacancies to separate it 
from the other "units"). There are available for permut­
ing with the "units" N - q - nlOl - 2[q - nu - nlOl - 1] 
=N -3q +2nll +nlOl +2 indistinguishable vacancies. Thus 
there are a total of [q - nu - nloJ + [N - 3q + 2nu + nlOl 
+ 2] = N - 2q +nll + 2 objects which may be permuted to 
form 

(
N - 2q + nll + 2) (N - 2q + nll + 2 ) 

q-nll-nlOl - N-3q+ 2nu +nlOl +2 (2) 

independent arrangements. 

Initially we have assumed the "units" to be indistin­
guishable; obviously this is not the case. To determine 
A[nll , nlOl> nUl. q. N] we must determine the number of 
ways that the "units" can be created from the particles 
and arrangements present on the array. Such a deter­
mination must be consistent with the constraints imposed 
by the requirement of a prescribed number of nearest 
and next nearest neighbor pairs. 

x 0 

x 0 

x 0 

x 0 

FIG. 5. In this figure we again consider the third arrangement 
shown in Fig. 2. We had assumed, in connection with Eq. 4 
and Fig. 4, that the groups containing two or more contiguous 
particles were indistinguishable from each other. Such an as­
sumption must be corrected by recognizing that the nearest 
neighbor pairs may be moved around within and between ''units'' 
to form independent arrangements while preserving the number 
of nearest neighbors and next nearest neighbors of the 111-
type. This may be done in 

/nu- 1) = (4) =4 
\n111 3 

ways for the situation depicted in the third drawing of the Fig. 
2. The nearest neighbor pairs are shown as a short horizontal 
line and the next nearest neighbors of the HI-type are repre­
sented by,--, or '--'. 
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We must now examine the number of ways in which the 
"units" may be constituted from the particles and the 
pairs of neighbors. The q - nu - nlOI "units" may be 
created in different ways by the following processes: 

(1) permuting the separations (between contiguous 
groups of particles) which consist of exactly one 
vacancy with those separations consisting of two or 
more contiguous vacancies (Fig. 3); 

(2) permuting the single particles (separated from 
other particles by at least one vacancy) with the 
groups (indistinguishable) consisting of two or 
more contiguous particles (Fig. 4); 

(3) constructing all the possible configurations involv­
ing the prescribed number of next nearest neigh­
bors of the Ill-type from the prescribed number 
of nearest neighbor pairs (Fig. 5). 

Each of the three processes described above can lead 
to factors reflecting the creation of arrangements which 
conserve the number of "units" as required by Eq. 2 
but in which the composition and/or configuration of the 
"units" is different. We now discuss each process in 
more detail. 

(1) In Fig. 3 we observe that because the number of 
"units" is conserved, the number of separations between 
the units, q -1 - nu - nlOI is also conserved. These 
separations may be permuted with the prescribed num­
ber of next nearest neighbor pairs, of the lOI-type 
thereby constructing new kinds of "units" without violat­
ing the constraints imposed by the stipulation of nu , 
nlOl> nUl> q, N or the number of "units." There are a 
total of [q -1 - nu -nlOll +n10I = [q - 1 - nul of such 
separations and because the lOl-type separations are 
indistinguishable from one another, as are the separa­
tions between the "units," these kinds of separations 
may be arranged in 

(

q - nll - 1\ ( q - nll - 1 ) 
nlOI )-\q -1 -nu -nlOI 

(3) 

independent ways. 

Equation 3 indicates that the number of next nearest 
neighbor pairs of the 101-type cannot exceed the number 
of separations (between the particles) which are not in­
volved in nearest neighbor pairs. 

(2) In Fig. 4 we note that there are always q -nll 

groups composed of one or more contiguous particles. 
Each group is separated from other groups by one or 
more contiguous vacancies. There are always q -nu of 
such groups because there are a total of q - nll -1 sepa­
rations between the particles which are not involved in 
nearest neighbor pairs. 

Now the q -nll groups may be conSidered to be com­
posed of groups consisting of two or more contiguous 
particles and another group consisting of single parti­
cles. Of the former kind there are nu - nUl and of the 
latter [q - nul- [nll - nUll = [q - 2nu +nllll. Each mem­
ber of these two groups is indistinguishable from other 
members in the same group. Thus the q -nll groups 
may be permuted in 
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(.~, ~ :}' _ ::',':,uJ (4) 

independent ways without changing the specified vari­
ables of the situation. 

(3) Of course the groups consisting of two or more 
particles discussed in (2) above are not really indistin­
guishable by virtue of the fact that some of the groups 
may contain two contiguous particles, some may contain 
three contiguous particles, etc. It is possible to shift a 
particle from one such group to another to form addi­
tional independent arrangements without altering the 
total number of nearest neighbors and/or the number of 
ll1-type next nearest neighbors (see Fig. 5). To deter­
mine the factor describing these changes we observe 
that between the nu nearest neighbor pairs there are 
nu -1 separations. Of these nUl constitute indistin­
guishable next nearest neighbor pairs of the lll-type 
and nll - nUl - 1 do not. These may be permuted in 

(
nu -1\ ( nll -1 ) (5) 
nUl )-\nu -nul -1 

ways to form independent arrangements which satisfy 
the stipulated constraints on the enumeration process. 
Equation 5 describes the fact that the number of 111-
type next nearest neighbor pairs on an arrangement can­
not exceed the number of separations between nearest 
neighbor pairs. 

Each one of the factors represented by Eqs. 3, 4, and 
5 increase the multiplicity of the arrangement of the 
"units" with the vacancies described in Eq. 2. Thus 

A[nu , nlOl> nUl> q, Nl 

=(N-2q +nll +2~-nu-1\( q-nu ~u-1\ (6) 

\ q -nu -nIOIA nlOI )\nu -nuA nUl) 

3. NORMALIZATION 

If Eq. 6 is summed over all possible values of nlOI and 
nUl the result should agree with the resultsl of a pre­
vious determination of the degeneracy of nearest neigh­
bor pairs. As we have discussed in connection with Eqs. 
3 and 5 the maximum number of next nearest neighbor 
pairs of the lOt-type on an arrangement cannot exceed 
the number of separations not associated with nearest 
neighbor pairs, i. e. , 

O~ nlOI ~ q -nu -1, (7) 

and the maximum number of next nearest neighbor pairs 
of the Ill-type on an arrangement cannot be greater 
than one less than the number of nearest neighbor pairs, 
i. e. , 

o ~ nUl ~ nu - 1 . (8) 

By the Vandermonde theorem2 the sum 

(N -q +lXq -1) 
- q -nUl nu . (9) 

If Eq. 9 is summed over all possible values of the num-
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ber of next nearest neighbors the result is just (:). 

4. DETERMINATION OF A[noo, nOlO, n ooo , q NJ 
By reasoning similar to that employed in the previous 

section, one can determine the degeneracy of those 
states specified by noo vacant nearest neighbor pairs, 
nOlO vacant next nearest neighbor pairs of the 010-type 
and nooo vacant next nearest neighbor pairs of the 000-
type. However, the desired result can more readily be 
obtained by means of the following transformations: 

q-N-q, 

Then Eq. 6 becomes 

A[noo, nOlO' nooo, q, NJ 

=-( 2q -N+2 +noo'Vv -q--noo -1\{N -q -no~(noo -It 
\N -q - nOD - noloA nOlO }\noo - noaa ) nooo ) 

5. FIRST MOMENT 
(10) 

The ensemble average number of next nearest neigh­
bor pairs (n.)} =- (niOI +nl11) = (nIO) +(nl11) can be deter­
mined as follows: 

(nIOI) 

(11) 
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q(q -l)(N -q) 
=- N(N-1) 

q(q-1)(q-2) 
N(N -1) 

(12) 

Thus, in the limit N - 00, the ensemble average prob­
ability that a site is occupied by a particle which has an 
occupied next nearest neighbor is, according to Eqs. 
11 and 12, 
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Schrodinger equation and quantum state codons in discrete 
transform space 

Jean I. F. King 

Air Force Cambridge Research Laboratories. Bedford. Massachusetts 01730 
(Received 6 March 1974) 

Quantum states of simple systems are shown to have composite root· pole structure in the complex 
transform plane. The Schrodinger condition becomes the inverse of a continuity equation expressing 
invariance of the ljI·transform codon under discrete displacement. Four distinct quotient polynomial 
solutions model the Legendre, Hermite, Laguerre, and Jacobi polynomial families. Schrodinger 
coefficients are identified with pole strengths of quotient polynomials and are geometrically 
interpreted in terms of universal root and pole interactions. 

LEGENDRE FAMILY 

For the hydrogenic atom the separated Schrodinger 
equation defining the spherical harmonic gives rise to 
the familiar equation 

(l-x2)pl! -2(m +1)xP' +[!3-m(m +1)]P=0. (1) 

The eigenvalues and eigensolutions of this system can be 
determined by application of the finite Mellin transform 

P(K)=.h° P(x)x'K-ldx, (2) 

which yields, after collecting terms, 

[(K +m)(K + m + 1) - !3]P(K) - (K + 1)(K +2) P(K +2) = 2mP(1). 

(3) 

Clearly, the solution of the homogeneous equation p<'K) 
must satisfy the functional equation 

P{K) (K+1)(K+2) (K+1)(K+2) 
P<.K +2) = (K +m)(K +m +1) -!3 = (K -l +m)(K +l +m +1)' 

(4) 

where the eigenvalue spectrum !3 = l(l + 1) follows from 
the superposition requirement of integral roots for the 
quadratic denominator polynomial. The transform state­
ment of the Schrodinger equation requires a p-function 
structure such that its displacement two units toward 
positive K is equivalent to the materialization of a pole 
at K=l-m and root suppression at -(l +m +1), together 
with a pole annihilation and root creation at K = -1, - 2. 

We verify by direct substitution that the functional 
equation is satisfied for 1 =0, 1, 2, ... , I ml"; l, by the 
associated Legendre transform l 

[(I+m)/21 /[(I-m)/2 
P'('(K)= l1l (K+l+m-2n+1) 110 (K-l+m+2n). 

(5) 
The quotient polynomial character specifies the residues 
at the poles l-m -2A as 

RI-m-2~= lim (K-l+m+2A)p'('(K) 
K" f-m-2X 

[(l+m)/21 \/[(1-m)/21 
= ,Ill (21 - 2A - 2n + 11 ,Ilo (2n - 2A) 

(A=0,1, ... ,[(l-m)/2]). (6) 

These pole strengths are identified for m'" 0 as coeffi­
cients of corresponding associated Legendre 
polynomials2 

[(/-m)/21 
e(x)=(1_x 2)m/2p;"(x)=(1 _x2)m/2 L: RI_m_2~xl-m-2~ 

A.O 

(7) 

We note that in transform space the P'(' function 
possesses a root-pole structure for m < 0 as well as for 
positive m. This is not true in Schrodinger space for 
which p"! has no polynomial representation for negative 
>no 

Returning to the functional equation, it can be shown 
USing the asymptotic behavior of the transform that for 
negative m the inhomogeneous term vanishes. In these 
cases it follows that P'('(K) =P7(K). For positive m the 
quotient polynomial becomes "improper," with more 
roots than poles. Although this relation no longer holds, 
the Schrodinger polynomial coefficients nevertheless 
remain identified with the residues R I _m _2A at the poles 
of the homogeneous solution P;", enabling us to ignore 
the inhomogeneous terms in this and subsequent coeffi­
cient speCifications. 

Figure 1 shows the root-pole patterns of the Asso­
ciated Legendre transform P62 and P61 as well as the 
manner in which structural displacement arises from the 
creation and annihilation of root and pole form factors. 

HERMITE FAMILY 

For the linear harmonic oscillator the Schrodinger 
solution factors into 1/1 =H(x) exp(- x 2/2), with H the 
eigensolution of the Hermite equation 

HI! _ 2xH' + (2E/ffw -l)H = O. (8) 

By operating on the equation with the finite Mellin 
transform we obtain, after collecting terms, 

2[K -(E/ffw -!-)]h(K) - (K +l)(K +2)h(K +2) 

= - (K -1)H(1) -H'(1). (9) 

• 

)( 

• 
I I -16 -8 

FIG. 1. 
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Legendre quotient polynomial root-pole pattern. 
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• • • • 0 

~* • • • 0 0 

• • • 
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• • 0 
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0 0 

0 0 

I 
K 4 

0 
'6/ /,' 

I 
6 

:H (K 1 • 
~(KT2' 

Yt; IK 1 

:H 1"+21 • 

FIG. 2. Hermite quotient polynomial root-pole pattern. 

The solution of the homogeneous equation H(K) must 
satisfy the functional equation 

H(K) (K+l)(K+2) (K+l)(K+2) 
H(K+2)=2[K-(E/1£w-t)J = 2(K-n) 

(10) 

where the eigenvalue spectrum, En = (n +t )1£w, has been 
determined as before by the superposition requirement 
of integral roots for the denominator. This statement 
requires that a displacement two units to the right be 
equivalent to the materialization of a pole at K=n to­
gether with a pole suppression and root appearance at 
K=-I, -2 (n odd) or K=-2, -1 (n even), respectively. 

A new feature is the absence of root destruction, im­
plied by the linear rather than quadratic denominator 
form which characterizes the Legendre family. The lack 
of suppression is seen in the infinite root pattern of the 
reciprocal r function entering into the improper quotient 
polynomial, the Hermite transform (Fig. 2) 

H ( ) - Cn/r«K +n + 1)/2 - [n/2D (11) 
n K - rr~n!o21(K -n +2m) , 

which satisfies the functional equation. 

By choosing the arbitrary constant Cn=2In/21v'iTnl, 
the residues at the poles n - 2;\., 

R"_2~= lim (K-n-2;\.)Hn(K) 
K'" "-2;\ 

are readily id~ntifiable as the coefficients of the Hermite 
polynomials Hn(x). 3 

LAGUERRE FAMILY 

The radial equation for the hydrogenic atom in spheri­
cal polar coordinates involves the associated Laguerre 
equation 

PL"+(21+2-P)L'+(1i(_~/2IJ.)l/2 -l-I)L=O. (13) 

By operating with the finite Mellin transform, we ob­
tain, after collecting terms, 

[K - Ze2/1£(- 2E/ 1J.)1/2 +1 + 1]I(K) - (K + l)(K +21 +2)l(K + 1) 

=-(K+2Z+1)L(I)-L'(I). (14) 
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The solution of the homogeneous equation L (K) must 
satisfy the functional equation 

L(K) (K+l)(K+2Z+2) (K+l)(K+2l+2) 
L (K +1) = K - [Ze2/1£(- 2E/ 1J.)1/2 -I -1] = K - (n -I -1) 

(15) 
where the superposition requirement of integral poles 
establishes the principal quantum number n and energy 
levels En = - IJ.Z2e4/(2n21£2). This equation demands a 
configuration such that the creation and suppression of 
poles at K = n -I - 1 and - 1, together with a root appear­
ance at K= - (21 +2) be equivalent to a pattern shift one 
unit toward higher K. These stipulations are met by the 
associated Laguerre tranSform 

L 21+1( ) _ ( )"-1 Cnzir(K + 21 + 2) • 
n+1 K - - rrn-I-1( _ ) 

moO K m 
(16) 

Like the Hermite, this transform structure is asso­
ciated through the reciprocal r function with an infinite 
sequence of roots toward negative K. In contrast, how­
ever, to the Legendre and Hermite families in which 
the roots and poles are separately at even or odd in­
tegers, the Laguerre roots and poles are integral and 
Singly spaced [see Fig. 3(a)]. 

By chOOSing the constant Cnl = [(n +l) 1]2, the reSidues 
at the poles K =;\., 

R~ = lim(K - ;\.)L~!;l(K) 
.-~ 

_( )n_I[(n+l)IF/r(;\.+21+2) 
- - rr::.-=~-l(;\._m) (;\.=0,1, ... , n-l-l), 

~~ 

are identified as the coeffiCients of the associated 
Laguerre polynomials L~!;l(p). 4 

JACOBI FAMILY 

(17) 

As the final system we conSider the Jacobi differential 
equation which arises in connection with the symmetri­
cal topS 

(x - X
2 )J" + [q - (p + l)x] J' +n(n +p)J = O. (18) 

A transform development analogous to that applied to 
the other families yields as the solution to the homo­
geneous transform equation 

• • • • • • • 00000 ,1-")0( ~ ... 
... " (a»)O(. ""'u, 

• • • • • • 0 0 0 0 0 I 

• • •• 0 0 0 0 0 
:( Ibl*38i »: 
• • •• 0 0 0 0 0 

, , 
-10 -8 -6 -4 -2 o /( 2 4 6 

FIG. 3. Quotient polynomial root-pole patterns. (a) Laguerre 
codon; (b) Jacobi codon. 
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TABLE 1. Root-pole structure of SchrO:linge, polynomial 
families. 

Spacing 

Double 
Single 

Finite 
no. of roots 

Legendre 
Jacobi 

Infinite 
no. of roots 

Hermite 
Laguerre 

rr::'"'!l-Q(K +p +n -m) 
[)n(p,q;K)=:Cn/JQ rr;:'=o(K-n+m)' (19) 

By appropriate choice of the constant cn/JQ' the resi­
dues at the poles n - A, 

R _(_)I.(n) r(q+n) r(p+2n+A) ( 0 1 ) 
.-1.- A r(p+2n) r(q+n-A) A=:, , ... ,n, 

(20) 

identify with the coefficients of the Jacobi polynomials 
I n(p,q;X).6 

Like the Legendre, the Jacobi transform has a finite 
number of roots [Fig. 3(b)j. On the other hand, the 
Jacobi exhibits an integral, rather than the even-odd 
pattern of the Lagendre roots and poles. It would appear 
that the Jacobi polynomial completes the quartet of 
finite pole structures associated with finite orthogonal 
polynomial solutions of the Schrodinger equation, with 
all four combinations of finite or infinite root patterns 
and odd-even or integral root-pole structure repre­
sented in Table 1. 

The disposition of quotient polynomial roots and poles 
in transform space thus specifies a unique, space­
invariant configuration representing each electron state 
in simple quantum systems. These highly ordered 
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codons provide all the information-in readily retriev­
able geometric form-which is contained within the 
physically more opaque SchrOdinger l/! functions. The 
eigenvalue spectrum, for example, follows from the 
superposition requirement of integrally valued roots and 
poles. The eigenfunction coefficients are identified with 
pole strengths and are thus easily calculable from the 
root-pole patterns. Since the reSidue of a pole is direct­
ly proportional to the product of the separations of the 
pole from the roots and inversely proportional to the 
product of the separations from other poles, the 
Schrodinger coefficients can be understood in terms of 
a universal attractive interaction between root and pole 
and a repulSive interaction between two poles. 

Finally, we see that the wave equation is the inverse 
transform statement in SchrOdinger configuration space 
of the requirement that the root-pole quantum state con­
figuration be invariant under integral displacement. We 
may consequently view the Schrodinger equation then as 
following from a conservation law of electron morphology 
in a discrete Mellin transform space. 

l[n/2J denotes the largest integer less than or equal to n/2. 
2E. Jahnke, F. Emde, andF. Losch, Tables of Higher Func-
lions (McGraw-Hill, New York, 1960), 6th ed., p. 115. 

3Handbook of Mathematical Functions, edited by M. 
Abramowitz and I.A. Stegun, NBS Applied Mathematics Se­
ries 55 (U.S. Govt. Printing Office, Washington, 1964), par. 
22.3.10. 

4L. Pauling and E. B. Wilson, Introductwn to Quantum Me-
chanics (McGraw-Hill. New York. 1935), p. 131. . 

5H. Margenau and G.M. Murphy, Mathematics of Physics and 
Chemistry (Van NostraIld, Princeton, N. J'., 1956), 2nd ed. , 
pp. 368-71. 

6Reference3, par. 22.3.3. 



                                                                                                                                    

Coherent pulse propagation, a dispersive, irreversible 
phenomenon 

Mark J. Ablowitz, David J. Kaup, and AI.an C. Newell * 
Clarkson College of Technology, Potsdam. New York 
(Received 12 April 1974) 

The initial value problem for the propagation of a pulse through a resonant two· level optical medium 
is solved by the inverse scattering method. In general, an incident pulse decomposes not only into a 
special class of pulses to which the medium is transparent but also yields radiation which is 
absorbed by the medium. In this respect "this problem" has properties markedly different from other 
dispersive and reversible wave phenomena some of which are tractable by the inverse scattering 
method. Indeed, it is remarkable that in the present case the method still applies. In particular, we 
show that, while there are an infinite number of local conservation laws, the integrated densities, and 
in particular the energy, are only conserved for a very special class of initial conditions. The 
theoretical results obtained are in close agreement with all the qualitative features observed in the 
experiments on coherent pulse propagation. Finally, we also show that causality is preserved. Two 
new and novel features are introduced and briefly discussed. First, we show that if the homogeneous 
broadening effect is a function of position in the medium, the pulses may speed up and slow down 
accordingly, without losing their permanent identities. Second, we have found a new kind of solution 
mode corresponding to a proper eigenvalue of the scattering problem which is not a bound state. 

I. INTRODUCTION 

Self-induced transparency (SIT), t the effect of a 
coherent medium response (acting as an attenuator) to 
an incident electric field, was first discovered by McCall 
and Hahn. 1,2 More recently, G. Lamb, et al. 3-6 have 
been able to obtain a whole class of special solutions by 
the inverse scattering method. By assuming both that 
the eigenvalues of the appropriate scattering problem 
remain invariant and that there is no continuous spec­
trum, permanent localized solutions (analogous to the 
solitons of the Korteweg-deVries equation; in the con­
text of the sine-Gordon equation they have been termed 
kinks and breathers; colleagues in nonlinear optics refer 
to them as 21T and 01T pulses) of the relevant Maxwell­
Bloch equations are obtained. Propagation heights and 
speeds are apprOximated by using the conservation 
equations. 

In short, Lamb has treated only the case of an inci­
dent pulse to which the medium is totally transparent 
and which undergoes pure lossless propagation. In this 
Situation, the incident pulse decomposes only into a se­
quence of "solitons" which interact with the medium in 
a very special way so that no net energy is exchanged. 
In general, however, only a certain portion of the inci­
dent pulse forms these special solitons to which the 
medium is transparent. The rest of the energy, which 
is mathematically characterized as the continuous spec­
trum of the appropriate eigenvalue problem (to be in­
troduced in succeeding paragraphs), is '\-adiation" and 
is eventually transferred irreversibly to the medium 
leaving the portion of the medium in which the decom­
position of the incident pulse occurs in a permanently 
excited state. (The eventual decay of these excited 
atoms through spontaneous emission occurs over a 
longer time scale and is not incorporated in this 
mathematical model. ) 

In this paper we present the procedure for solving the 
general initial value problem by the inverse scattering 
technique. We follow closely the ideas laid out in our 
recent articles. 7, 8 Significantly, it is found that many 
of the aspects of SIT are remarkably different from all 
of the nonlinear evolution equations solved previously by 

this method. Most particularly, while there is a se­
quence of local conservation laws, 

£.I.u. + ofn = 0 
aT ax ' (1 ) 

the integrated desities f fn dT, including the positive de­
finite norm corresponding to energy, are not necessari­
ly conserved. This is a consequence of the irreversible 
losses to the medium. Indeed, for an arbitrary incident 
pulse, the total energy of the electromagnetic field is 
a monotonically decreasing function of time, decaying 
to a constant that depends on the number and amplitudes 
of the permanent localized pulses which emerge from 
the decomposition of the incident pulse. 

Simply stated, SIT has properties in common with 
known dispersive and reversible wave phenomena, and 
still others which are essentially irreversible. By irre­
versible we mean that for any particular initial condi­
tion, energy is transferred to the medium. This re­
sults in a population inverSion which, due to dephasing 
effects, is exponentially decaying in the direction of 
propagation. Thus, integration in the reverse direction 
would be accompanied by exponential growth. [This is 
not to say that a sequential pulse in the same direction 
cannot synchronize (rephase) the system and lead to a 
coherent photon echo, an effect discussed by Hahn9 and 
Abella, Kurnit, and HartmanlO]. Only if the continuous 
spectrum is absent, is the problem purely dispersive 
and reversible. It is indeed remarkable, then, that when 
the irreversible effects are included, the inverse scat­
tering method can still be applied. 

In Sec. II, we give the eigenvalue problem, derive the 
evolution equations for the scattering data of this eigen­
value problem, explicitly solve them, and also give the 
equations necessary for solving the inverse problem. In 
Sec. III, we first give a brief review of the typical re­
sults obtained by the inverse scattering method. Then 
we compare and contrast the solutions from SIT with 
the typical case, and discuss the agreement of these 
solutions with what is experimentally known about ultra­
short coherent pulse propagation. Finally, in Sec. IV, 
we discuss the unique feature of SIT wherein the "trans­
mission coefficient" is not time invariant, and its im-
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plication for the conservation laws. Also, by using the 
evolution equations for the scattering data, a closed 
form solution for the "conserved" quantities can be 
obtained. 

II. EVOLUTION OF THE SCATTERING DATA 

We consider the following initial value problem. An 
incident electromagnetic wavetrain within the confines 
of a spatially modulated envelope impinges on a medium 
at x= O. Measuring time T in a frame moving with the 
phase speed of the incident wave pulse, the SIT equa­
tions (following Ref. 6) are, in nondimensional form, 

Ex= (A), 

AT +2ioA=eN, 

N
T
= - ~(E*A +EA *). 

(2) 

(3a) 

(3b) 

Here E is the complex electric field envelope, A is the 
out-of-phase and in-phase components of the induced 
polarization (also complex), N is the normalized popula­
tioninversion, and (A)=J':.g(O)A(O,X,T)do, whereg(o) 
characterizes the inhomogeneous broadening of the 
medium and is normalized to unit area. The initial con­
ditions are the values of E(x=O,T) (which is assumed to 
decay sufficiently rapidly as T - ± 00), A( T - - 00) - 0, 
and N(T- - 00) - -1. We remark that given E(x= 0, T), 
only one set of boundary conditions (T-- 00) can be 
prescribed for the "Bloch equations" (3). 

Following Ref. 6, consider the eigenvalue problem 

(4a) 

(4b) 

on the interval - 00 < T < 00 (subscripts in T and x denote 
partial differentiation). Using the ideas in Refs. 7 and 8, 
we now show how the x dependencies of VI and V 2 , 

vlx=A(I:,x, T)V1 + B(I:,x, T)V2, (5a) 

v2x = C(I:,x, T)V1 -A(I:,x, T)V 2 , (5b) 

can be used to construct E(x, T) with the above initial 
and boundary conditions. 

Equations (4), (5) require the integrability conditions 

AT = ~EC + ~E* B, 

BT + 2i1:B= ~Ex -AE, 

C T - 2il:C = - ~E: -AE*, 

(6a) 

(6b) 

(6c) 

which ensure that the eigenvalue I: is independent of x. 
With I: real, it is straightforward to show that the 
choices 

A(I- T)= il ~)= i pf.~ N(o,x, T)g(O) d (7a) 
!>,x, 4\1:-0 4 _~ 1:-0 0, 

B(I- T)= _ i(_A_)= _ ipf ~ A(O,X, T)g(O) d 
!>,x, 4 1:-0 4 _~ 1:-0 a, 

(7b) 

C(I- T)= - i(~) = _ ipf ~ A*(O,X, T)g(O) d 
!>,x, 4 I: -0 4 1:-0 O!, 

-~ (7c) 

where P J~~ denotes the Cauchy principal value integral, 
satisfy (6) because of (2) and (3). [As might be expected, 
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the consistent choice of principal value or indenting the 
contour under (over) the singularity a = I: leads to the 
same final results.] The unique features of this prob­
lem are manifested in the mathematical fact that, as 
T - + 00, A, B, C need not be equal to their respective 
values as T- - 00 (unlike all other nonlinear evolution. 
equations previously solved by the inverse scattering 
method). These results are simply seen by noting that 
(3), given E at any x, constitute ordinary linear (in A,N) 
differential equations in T, the solutions of which are 
uniquely determined by the conditions N(T - - 00) - -1 
and A(T - - 00) - O. Naturally, N and A do not, in gen­
eral, take on these values as T - + 00. 

Indeed, the quantities N, A, and A *, as shown by 
Lamb, 6 are related to the fundamental solutions of (4). 
We define 

to be independent solutions of (2), which satisfy the 
boundary conditions 

(8a) 

(8b) 

Then we can identify N and A with cP and Cj) as follows: 

N= [CPl(I:,X, T) ¢2(I:,X, T) + ¢l(I:,X, T) CP2(I:,X, T)] It."" (9a) 

A=2CPl(I:,X,T)¢1(I:,X,T) I c.",. (9b) 

Note that (9) gives N and A in terms of cP and ¢ at 
1:= o. When I: is real. 

Cj)= [- :~] , (10) 

and it is the second independent solution of (4) with the 
above boundary condition (8b). In accordance with the 
usual scattering procedurell let, as T - + 00, 

cP - [a(l:,x)exp (- itT)] (l1a) 
b(l:,x)exp(iI:T) , 

¢ - rb (I:, x) exp(- iI:T)] (l1b) L- a (1:, x) exp(itT) , 

where for I: real, aa+bb=l, a=a*, b=b*. By using 
these results, as T - + 00, N can be conCisely written 
as, 

N(O!,x, T - + 00) - -1 + 2bb*(0!,x), (12) 

and 

A(O!,X, T - + 00) - 2ab* (O!, x) exp(- 2iO!T). (13) 

Notice if b=O (no continuous spectrum), thenN(T-+oo) 
- -1, and A(T - + 00) - O. (12) and (13) indicate that in 
general the medium is left in an excited state. The T 

dependency of the polarization (A) is a reflection of the 
fact that the oscillators return to their natural frequen­
cy; 20! is a measure of the difference between the carri­
er wave frequency of the incident pulse and the natural 
frequency corresponding to the difference in energy 
levels of the broadened two level medium. 

Since it is the quantities cP exp(A_x) and ¢ exp(-A_x) 
which satisfy (5), then 
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¢x=[ A ~A _ _ (A !AJ ] ¢, 

¢x=[A~A- _AB+A.](jj, 

where 

A_(l:,x)=lim A(t,x, T). 

(14a) 

(14b) 

(15) 

Then, in the limit of T - + 00, by using (7), (11), (12), 
(13), (14) and (15), the evolution equations for a(t,x) 
and b(t,x) are 

ax=1[ (-l+~~~(a,x») - (~!a)] 

-i[lim lexp[2i(t-a)]T 2b*a(a,x»)]b 
4 1~+'" \; t - a ' 

(16a) 

b i [1· ( [2·( >") 2a*b(a,x»)] = -- 1m exp z a -!, T a 
x 4 1-+'" t - a 

_i[(-1+2b*b(a,x») + (::"!"")]b, 
4 t-a t-a 

(16b) 

where, for t real, 

(J:.:j)= i" ( ... )g(a) ,. -P ,. da. I.-a _ I.-a 

Note that the singular point a = t is removable and 
therefore any choice for « ... )/ (t - a}), applied consis­
tently, yields the same analytic function. 

Using well-known results when t is real, we find 

~i!!! (ab*exp~2~~-a)T]) =i1Ta(t,x)b*(t,x)g(t), (17a) 

~i!!! (a*be~[~: - t)T]) =-i1Ta*(t,x)b(t,x)g(t). 

(17b) 

Thus, (16) reduces to 

ax= ~ a ( (:~:) -i1Tbb*g) 

= - a --g(a)da, i L bb* 
2 C u t - a 

(18a) 

(18b) 

In (15), fcu(fc) refer to the contours along the real 
axis indenting under (over) the pole at a = t. 

To complete the solution of (18), we need the x de­
pendency of aa* for real t (bb* = 1 - aa*). This follows 
directly from (18a). Defining 

.A= aa*, 

then (18a) gives 

.A'x=.A{l- )1Tg, 

or 
.A .A{a x) - 0 , -.Ao + (I -.A 0) exp{- 1TgX) , 
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(19) 

(20) 

(21) 

where .Ao =.At{a, 0). Consequently, the solution of (18) 
is 

a{t,x) = aCt, 0) exp[ - m{t,x)], (22a) 

f. x r gda) 
exp,l 2)c

u 
t-a ' 

(22b) 

where 

(23) 

In order to determine e, N, and A for x> 0 via the in­
verse scattering method, we do not need the general re­
sult given by (22) and (23), but only the x dependence of 
(i) b* / a for real t, (ii) the bound state eigenvalues (t

k
) 

in the upper half t-plane [which are found from the 
eigenvalue problem (4) and are the zeros of a], and (iii) 
C~. (When b* is analytically extendable into the upper 
half t-plane, V

k 
is simply the residue of b* / a at the 

eigenvalue t= tko) First, the x independence of the 
eigenvalues [assumed by Lamb6 and required by (6)] 
can immediately be seen from (22a) and (23). Since, in 
the upper half t-plane, 0 is analytic, the zeros of a do 
not move (furthermore, new zeros do not appear), and 
the eigenvalues will therefore remain independent of x. 
From (22) and (23) [or also from (18)] we have 

(24) 

and 

(25) 

To complete the solution, one continues as given in 
Ref. 11. First, solve the eigenvalue problem (4) for the 
bound state eigenvalues (tk ), and Ck , and also for b* / a 
(t=reaI), all at x=O. Then, using (24) and (25), 
construct 

x exp(- ity) dt. (26) 

Solve the inhomogeneous linear integral equation 

K(T,8) 

=F(T+ 8) - f~ f~ F(8+ (3)F*((Hy)K(T,y)d{3dy; 

then e is given by 

e(x, 7)= - 4K(T, 7;X). 

Once K is found, N and A can also be determined. 11 

In concluding this section, we note an alternative 
form for (24) is 

(27) 

(28) 

b* b* [ 1T i r'" g(a) ] a{~,x)=a{~,O)exp -2g{~)x-2xPJ_ ~_ada , 

(29) 

which explicitly shows that b* / a decays exponentially 
as x - 00 at a rate proportional to the inhomogeneous 
broadening . 
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III. GENERAL FEATURES OF THE SOLUTION 

Of all the steps required for the application of the 
inverse scattering method, the most important and 
crucial step is to be able to solve for the time depen­
dence (in this case, the x-dependence) of the scattering 
data for arbitrary initial scattering data. Once this is 
done, everything else follows, allowing one to construct 
the solution at any later time (in this case, x) from the 
initial data and to determine the form and structure of 
the general solution. For those familiar with Hamilton­
Jacobi theory, the power of the inverse scattering 
method can best be appreciated as follows: The inverse 
scattering method is Simply a canonical transformation 
which yields the Hamilton-Jacobi functional differential 
equation completely separable. Naturally once separa­
tion has been achieved, the solution for the resulting 
"action-angle" variables is trivial. Although complete 
separation is not achieved in the case of SIT, still the 
separation is sufficient to allow a solution to be found, 
as we have just seen. For the rest of this section, we 
want to give a review of the typical forms and features 
of solutions obtained via the inverse scattering method, 
discuss the analogies and distinct differences of the 
solutions for SIT compared to other inverse scattering 
solutions, and show the remarkable qualitative agree­
ment between these solutions with what is known experi­
mentally about ultrashort coherent pulse propagation. 

Throughout all applications of the inverse scattering 
method, 7,8,11-13 there are two distinct features of the 
general solution which have remained invariant. The 
first is the concept of the "soliton, "14 which is a stable, 
localized, permanent waveform which evolves in time 
by a simple translation. The second is the concept of 
"radiation" which is not in general localized, does not 
have a permanent shape, and in general does decay 
algebraically in time. Any general solution of the evolu­
tion equations will always contain a mixture of these two 
fundamental solutions, and in general, it is impossible 
to separate (by inspection) a general solution into these 
two fundamental modes since the mixing is nonlinear. 
However, when a general solution is "mapped" by the 
direct scattering problem (which is a nonlinear map­
ping) into the scattering data, these fundamental modes 
are then separated. [This is simply a generalization of 
the well-known technique for solving linear evolution 
equations by Fourier transformations, whereby one 
"maps" a function into its Fourier transform. In this 
case, the evolution equation for the Fourier transform 
is also separable. One should also note that Eq. (26) 
is in effect a Fourier transform!] In terms of the scat­
tering data, each" soliton" corresponds to exactly one 
bound state of the eigenvalue problem and vise versa, 
while the "radiation" corresponds to the continuous spec­
tra of the eigenvalue problem. These modes are easily 
seen from the form of F [Eq. (26)]. In (26), each soliton 
is specified by giving til and CIl~here til gives the 
velocities of the SOliton, while C

II 
essentially specifies 

the initial pOSition and phase of the soliton. Consequent­
ly, the number of solitons is exactly equal to the number 
of bound states. For the radiation mode, this is rep­
resented in (26) by the integral along the real axis over 
the continuous spectrum, and is specified by giving 
(b*/a). 
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The simplest solution to find via the inverse scatter­
ing method is the solution for a single soliton with no 
radiation present. In this case, when we set b(t)=O, 
the kernel of (26) becomes completely separable, al­
lowing an explicit solution. Inserting the x-dependence 
given by (25), then, from (26), (27), and (28), we find 

e(x, 7")=411exp(-iCP) sech9, (30) 

where 

t1=~+i11, 

C1= - 2i1) exp(- 90 ) exp(+ iCPo) , 

9 = 90 + w2x - 2117", 

cP = CPo + w 1x - 2~7", 

If'" w +iw ---
1 2- 2 .io 

(3Ia) 

(3Ib) 

(32a) 

(32b) 

(33) 

To relate these variables to phYSical quantities, we 
first note that x and 7" are not the usual space-time co­
ordinates. Letting the usual space-time coordinates be 
X and T, then when c = I (c = speed of light) 

x=X, 

7"=T-X. 

(34a) 

(34b) 

Thus by (30), (3 2a), and (34) this soliton has a velocity 
of 

(35) 

which is less than unity. Before proceeding further, it 
becomes necessary to choose a model for the inhomo­
geneous broadening term in (33). A physical and simple 
model is the Lorentzian line shape 

1 r 
g(OI) = -; 012 + r 2 (36) 

where 2r is the width at half-height. From (33) and (36) 
we have 

1 ~ 
wl = - "2 ~2 + (1) + r)2 , (37a) 

_+~ 11+ r 
w2 - 2 ~2 + (1)+r)2' (37b) 

and consequently, when r« 11, the velocity is essential­
ly dependent only on the magnitude of t 1 • On the other 
hand, the width of the soliton (in time, T) is inversely 
proportional to the imaginary part of the eigenvalue 11, 
while the amplitude is proportional to 11. This is a well­
known result for nonlinear waveforms, in that the 
height, width, and velocity are interrelated. 

In addition to single soliton solutions, multiple 
soliton solutions can also be explicitly given. ll ,13 A 
special type of a multiple soliton solution occurs when 
more than one soliton have the same velocity, and these 
have been called "multi-soliton bound states." These 
solutions in general have a very complicated and oscil­
lating waveform. A simple example of a multi soliton 
bound state for the SIT equations is the analogy of the 
"breather" (called a 07T pulse by Lamb) solution of the 
sine-Gordon equation. 7 In the special case where Re~, 
N, and g are even in 01, Im~ is odd in 01, and e (0, 7") is 
real, then one can show that e(x, 7") remains real for all 
x and the discrete eigenvalues must occur either on the 
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imaginary axis ~ = 0, whence we have either a simple 
soliton (kink) 

(38) 

or in complex conjugate pairs (l; and -l;*) whence we 
have a breather 

( ) 8 1/ -,,-~c_o_s_h-:8:--.s;-:in~et>,-;;+,-,1/,:-:s;-in_h_e-;;-c:,..0_s--,-et> eXT- --
, - ~ cosh28+1/2/~2cos2et> 

= 4 ..l.. tan-1 ('!1. coset» 
aT ~ cosh9 ' 

(39) 

with (J and et> as given by (32). 

Usually, the computation of solutions when the radia­
tion (the continuous spectrum) is present is very diffi­
cult.lS The exact manner in which this part of the spec­
trum evolves in time depends on the specific problem 
being solved, but one can still make some general state­
ments concerning it. This fundamental mode of the solu­
tion is invariably characterized by a series of oscilla­
tions which propagate away from the initial disturbance 
(whence the name "radiation"). In all other cases (ex­
cept SIT), these oscillations decay only algebraically in 
time, usually approaching some special decaying non­
linear oscillating state. Consequently, all of these sys­
tems evolve toward a general final state consisting of 
free solitons, multisoliton bound states, and decaying 
radiation, with the soliton states eventually ordering 
themselves according to their velocities. 

Much more could be said about the inverse scattering 
solutions, but it is now perhaps best to refer the reader 
to the literature in this area,11-1S and instead go on to 
discuss some of the specifics of the solutions for SIT. 

Many of the features of SIT are very similar to the 
general case discussed above in that we have these two 
fundamental modes consisting of solitons and radiation. 
However, SIT is distinctly different from all other pre­
vious systems solved by the inverse scattering method 
in that the x dependence of the continuous spectrum [Eq. 
(29)] is not simply oscillatory, but is damped! This has 
the physical consequence that the medium will act as a 
"filter, " and will only allow the discrete spectrum (the 
solitons) to be propagated through. Of course, this is 
exactly what is observed experimentally. To see what 
has happened to the continuous spectrum, let us con­
sider an arbitrary initial pulse incident on a medium at 
x=O. Knowing the shape of the initial pulse, we can 
solve the eigenvalue problem (4) for the bound state 
parameters (t/l' CII , k = 1,2, ••. ,N), the "transmission 
coefficient", a, and the "reflection coefficient", b, for 
real t. Let us now look at Nand :\ in the limit of T - + 00, 
which corresponds to the respective values after the 
initial pulse has passed. Directly from (12), (13), (22), 
and (23), we find 

(40) 

,( ) 2:\(0',0, T) exp(- 1Tgx/2) exp(- iX) 
n 0' X T - --~~~~~~~~--~~~ 

, , 1 - No + (1 + No) exp(-1Tgx) 
(41) 

where No is Nat x=O as T- +00 and X is a real phase 
given by 
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=0+0* + ~ pf"' g(O') dO' 
X 2 - t-O' ' (42) 

with 0 given by (23). Equations (40) and (41) exhibit two 
more well-known but related phenomena: the excitation 
of the medium and its consequent "ringing" after the 
initial pulse has passed. 1.2 Since (40) shows that, in 
general, N+1 is not zero as T-+OO, a certain fraction 
of the atoms remain excited after the initial pulse has 
passed. In order to do this, energy must be extracted 
from the initial pulse, and it is then shared coherently 
between the atoms, causing the ringing as given by (41). 
Since the solitons will eventually be propagated through, 
they cannot lose energy, so that the energy must come 
from the continuous spectrum. Further, the absorption 
of the continuous spectrum continues until it becomes 
exponentially small as x - 00, with both N + 1 and :\ - 0 
in this limit. 

Inspection of (41) reveals a very interesting feature 
of the ringing. For certain initial pulse profiles, the 
maximum amplitude of the ringing will not occur at 
x=O, but can occur well inside the medium,at x=xr(O'), 
given by 

1 (l+No(O'») 
xSO')==1Tg(O')ln 1-No(0') . (43) 

Naturally, to be physical, xr must be greater than zero, 
requiring No(O') > 0, and if No(O') <0, then the maximum 
in the physical region occurs at x==O. Of course, this is 
not totally unexpected since as a consequence of (3) and 
the boundary conditions, we have 

N2+:\*:\=1, (44) 

showing that 1:\ I is a maximum when N == O. Thus, if 
the initial pulse gives N> 0 for a range of 0', due to the 
following absorption of the continuous spectrum, N will 
monotonically decrease in x, giving the maximum in :\ 
at some x> O. What is new about (43) is by solving for 
the complete x dependence of the scattering data we have 
an explicit expression for xr • 

Of course, the rate at which the continuous spectrum 
is absorbed depends only on the inhomogeneous broaden­
ing factor g(O'). Since g is normalized to have a unit 
area, the effective absorption rate depends mostly on 
the width of the level and the width and centering of the 
incident pulse. If the central frequency of the incident 
pulse is centered on the resonant frequency and if its 
width is smaller than the level width, then a maximum 
filtering effect is achieved. For the model (36), the 
decay length in this case for the continuous spectrum 
[see Eq. (29)] is simply ~1Tr. When the central frequen­
cy of the incident pulse is not centered on the resonant 
frequency by a significant amount, then, in terms of 
(36), the decay length increases significantly to 0'2/r, 
giving inefficient filtering. 

In concluding this section, we want to look at the form 
of the solution as x - 00, and will direct our attention to 
the function Fin (26). In this limit, the contribution of 
the radiation term to F becomes exponentially small 
while the soliton contribution becomes exponentially 
large, forcing F to approach the form for pure solitons 
(i. e., no radiation). If one now neglects the radiation 
contribution, a closed form solution for e(x, T) is possi-
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ble. ll As is well known, as x- oo , this solution ap­
proaches a linear sum of the simple soliton solutions, 
(30), and multisoliton bound states. This illustrates 
another well-known property of ultrashort coherent 
pulse propagation called "pulse-reshaping" whereby 
the incident pulse is "reshaped" into those pulses capa­
ble of undergoing lossless propagation (solitons). 

Let us now return and consider the radiation contribu­
tion to F in this limit. If one uses the method of steep­
est descent, one finds that the radiation contribution to 
F does vanish exponentially everywhere, except near 
the light cone (T = 0). Here, when b* / a approaches zero 
only algebraically as It I - 00, the radiation field is 
merely a small "blip." Otherwise, it gives no 
contribution. 

Now, let the initial conditions be such that e = 0 if 
T < O. Then since (2) is causal, e must remain zero for 
all x when T < O. The radiation contribution to F guaran­
tees this, because if e = 0 when T < 0 at x = 0, one can 
show that b* / a is analytically extenable into the upper 
half t-plane and that Ck is then simply the residue of 
b*/a at t=tk • Then, by contour integration, one can 
show that F, and hence e(x, T), are identically zero for 
all x when T < O. In other words, in this case the radia­
tion field is necessary to ensure that the forward tail of 
the leading soliton does not extend beyond the light cone. 

Finally, we point out that the pulse heights and shapes 
are dependent on the medium parameters, but not on the 
inhomogeneous broadening g(a). The pulse speeds do de­
pend on this factor. But, returning to the derivations in 
Sec. n, one sees that, without loss of generality, we 
could allow g(a) to be also a function of x and still ob­
tain the x dependence of the scattering data. In this 
case, the solitons would still retain the same heights 
and shape while changing their velocities as they 
propagate. 

IV. MATHEMATICAL ASPECTS OF SIT 

In all other previous examples using the inverse 
scattering method to solve nonlinear evolution equations, 
the x dependency of the scattering data was always given 
by 

ax=O, bx=- 2Ao(l:)b, 

where Ao(t) =AJt) =A+(t:) and was independent of x. The 
Simplicity of these expressions, and in particular the x 
invariance of a (the "transmission coefficient"), was 
related to the existence of globally conserved quantities. 
(For a further and fuller discussion see Ref. 12.) The 
present problem has this property only when the incident 
pulse is so special as to decompose into only kinks and 
breathers with no "radiation", i.e., b(t)=O. The fact 
that the initial value problem is still tractable when Eq. 
(16) are fairly complicated leads us to conjecture that 
the inverse method may be applicable to a wider class 
of problems than heretofore believed. 

In general, b(t) * 0, and although one still has local 
conservation laws, the global quantities are not con­
served. As examples, the first two local conservation 
laws are given by 

(45a) 
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12 = He*e)2 - e:e'f' (45b) 

T 1 =(1 + N), (46a) 

T 2 =e*e(N) + 2ie (aA*) - 2ie*(aA) - 8(a2 (N + 1», (46b) 

where (45) and (46) satisfy (1). Defining 

Fn= L'" In dT , (47) 

then from (1) we have 

dFn =T 1-
dx n ""_00 (48) 

As shown by Schnack and Lamb,16 when e vanishes suffi­
ciently rapid as T- +00, (48) becomes 

dFn =Kn(a 2n-2(N + 1» 1- , (49) 
dx 'f=-OO 

where Kn is a set of numerical coefficients. By using 
(40), (49) is integrable, and this gives 

Fn(x)={(O)- ~n Loo daa2n-2 

(
l-N. 1+N. ~ 

Xln ~ + ~ exp(-1Tgx)j (50) 

We note that, as x - 00, Fn becomes independent of the 
inhomogeneous broadening factor, a result which is 
contrary to that suggested by Ref. 16. Still, one can 
use the conservation laws in certain cases to obtain 
reasonable values for the eigenvalues, although one can 
easily devise many examples where this technique will 
fail. For example, let e(T,O) be zero if T<O or T> T1, 
and a constant value of eo between these limits. Then, 
from (4), it is easy to show that b(a)-O(I/a) as lal 
- 00, and, by (12), No - - 1 + 0(1/ a). Then inspection of 
(43) shows that Fn(x- +00) is undefined if n'" 2. Thus, 
in this example, one has only one conservation law 
which can be used, and if the initial profile contains 
more than one SOliton, a unique determination of the 
eigenvalues is impOSSible. 

In any case, whenever I e I - 0 faster than I T I -1 as 
T - ± 00, one can always determine the eigenvalues by 
simply solving the eigenvalue problem, Eq. (4). Even 
in the most complicated cases, numerical determination 
of the eigenvalues is quite practical with present high 
speed computers. 

Finally, one interesting feature of the eigenvalue 
problem (4) is the possibility of having a = 0 ("bound 
states") on the real axis12 ! For the KdV equation, 13 

bound states on the real axis are strictly forbidden, 
but are allowed by (4) as can be shown easily by specific 
examples. One can now ask whether or not these modes 
give anything new for SIT. First, if a = 0 on the real 
axiS, F as given by (26) has a pole in the integral on 
the real axis. If one retraces the derivation of (27), 
one finds that this integral is to be replaced by the 
Cauchy principle value plus (- i). Res[ (b* / a) exp(- ity)] 
at the pole (i. e., when b* is sufficiently analytic to be 
extended a certain amount into the upper half t-plane, 
F is always a contour integral above all zeros of a). 
Taking the limit of large x and using the method of 
steepest descent, one finds that the contribution to F 
from a zero on the real axis vanishes exponentially in 



                                                                                                                                    

1858 Ablowitz, Kaup, and Newell: Self-induced transparency 

x like the radiation does. Meanwhile, the T dependence 
of F is in between that of a soliton and radiation, since 
for small T it gives zero and for large T it simply os­
cillates like exp(-i~oT), where ~ is the zero of a. 
(Solitons grow exponentially in T while the radiation de­
cays algebraically.) Due to this x and T dependence, a 
zero on the real axis corresponds more to a particular 
form of radiation than to a soliton. From (35) and (37) 
we see that if we did consider it to be a soliton, it would 
have a zero velocity; consequently it will never "detach" 
itself from the radiation, in agreement with the x and T 

dependence of F. 

Finally, for a zero of a on the real axis, we note the 
form of a and b as x- 00. From (22), in this limit, 
I a I - 1 and I b I - 0 exponentially everywhere on the real 
axis except at the zero of a. Here, I a I - 0 and I b I -1. 
Consequently, in this limit a and b do not possess a first 
derivative with respect to t, which implies the integral 
L: lel(l + I TI) dT does not exist as x- 00.

12 A zero on the 
real axis also has a consequence for the ringing, since 
at a==bo' xr [Eq. (43)] is infinity. However, the width 
of this ringing about a == ~o vanishes exponentially in x, 
causing the stored energy to also vanish exponentially. 

*Supported in pal't under NSF Grants Nos. GP-32839X2 and 
GP-43653. 
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tNote added in proof: While the term "Self-indqced trans­
parency" literally connotes only lossless propagation, we 
use the term in the wider context as referring to general 
coherent pulse propagation. 
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Factorizability of resonance poles in multiparticle 
amplitudes 
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Using the energy-analytic representation of Green's functions and relying on certain explicitly stated 
properties of the off-shell scattering elements, it is shown that resonance poles in the S matrix 
contribute poles to the off-shell scattering amplitude, and the residues there have the same 
factorizable form as that associated with bound state particles. 

1. INTRODUCTION 
It is a well-known deduction from the LSZ formulation 

of quantum field theory that bound state particles pro­
duce direct channel poles in the off-shell scattering 
amplitude, and these poles have factorizable residues, 
This behavior is usually assumed to hold for unstable 
particles as well, both in quantum field theory and S­
matrix theory, In the latter case, where particles are 
actually identified with their poles, the factorization of 
the residues into on-shell vertex functions is a very 
strong condition and is taken as an essential axiom of 
the theory. For quantum field theory the condition is 
even more stringent, since it involves the appearance, 
in the off-shell scattering elements, of poles which 
depend only on the total energy and have reSidues which 
factorize into "in" and "out" Off-shell wavefunctions. 

In this paper we shall not be concerned with the diffi­
cult problem of whether quantum fields may be ascribed 
to unstable particles: all fields that appear will relate 
to stable particles (having spin 0, for simplicity). 
Rather, our aim is to demonstrate, within the LSZ 
framework, that unstable particles which result from 
resonances of stable particles and appear in the S matrix 
as second-sheet poles, necessarily contribute poles to 
the off-shell scattering elements; these poles depend 
only on the total energy and have factorizable residues 
in the sense described above. 

Except for the case of 2 -2 scattering, the analytiC 
structure of multiparticle S-matrix elements is very 
imperfectly understood, and present-day knowledge of 
the analytic structure of off-shell amplitudes is even 
less complete. Our treatment therefore demands that 
certain very plausible assumptions are made concerning 
the analyticity of the off-shell amplitudes. Modulo these 
assumptions, which have been considered in the litera­
ture in connection with Feynman diagrams, 1 the problem 
is successfully solved. 

In the course of the explanation we define an on-shell 
. phase space. This describes asymptotic particle states 
of a fixed total 4-momentum, and so allows the analytic 
continuation of the total energy to be conSidered inde­
pendently of the "relative" variables; it is also shown 
that "Hermitian symmetry" of the S matrix holds with 
this particular definition. 

The follOwing notation is used for 4-vectors and the 
Lorentz product: 

X= (xo, x), xy = xoYo -x· y. 

2. KINEMATICS 
ConSider an n-particle asymptotic channel "e", either 

of the "in" or "out" type, defined by particles with 
masses ml> "', m n • For SimpliCity it will be assumed 
that these constituent particles are all different. The 
purpose of this section is to define a parametrization of 
the physical states in "e" which have the same 4-momen­
tum E=(Eo,E). 

If I PH ... , Pn) is such a state in which the particles 
have 4 -momenta P j = (p jO, P j), where P jO = (p~ + m~)1/2, 
then 

E - ~ (p2 +m2)1/2 o-J;1 j i , (2.1) 

E=tPj' j=1 
(2.2) 

The relative 4-momenta Pu ... , Pn are defined by Pj 

=Pj -E/n, and we shall denote by P the 3n=-vector 
(PH ... , Pn)· Equation (2.2) thus restricts P to the 
(3n - 3)-dimensional subspace 

• 
L =.6Pj =O, 

i=1 
while Eq. (2.1) restricts P to the convex hypersurface 

/( =~{[(;) +pJ2 + m~}l/2=Eo. 
Now provided E is physical, i. e., E~ - E2 > (m l + ... 
+mn )2, a half-ray from the origin P = 0 intersects /( in 
just one point, so that the possible on-shell momenta of 
fixed total energy can be represented by points of the 
unit sphere se in L, i. e., the 3n vectors Re = (r~, ... ,r~) 
satisfying Re E L, (R e)2 = (rf)2 + ... + (r~)2 = 1. 

With this representation the physical on-shell momen­
ta are 

pj=E/n +pi=E/n +;>..r~, 

where A satisfies 

Eo=t wj(P) =iJ[/~)+;>..rjJ2 +m~L/2. 
j=l i={l \n f 

The transformation from the variables Pl' ... , Pn to the 
variables Eo, E, Re will enable us to talk about states 
of fixed 4-momentum, and the Jacobian of the trans­
formation is 

a(Pl, ... ,Pn)_ ;>..3.-5 • 

a(Eo,E,Re) - .6jn=l(rj)2j{[(E/n) +;>..rj]2 +m~y/2 

Identifying I Pu ... , Pn) with IE, RC), it therefore follows 
that the inner products of basis vectors are given by 

where 1)(Rf, R e) is the 1) function on se. 
1859 Journal of Mathematical Physics, Vol. 15, No. 11, November 1974 Copyright © 1974 American Institute of Physics 1859 
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imE 

feE 

! 
FIG. 1. Analytic structure of the function A(E). 

It will be sufficient (and more convenient) to use a 
center of mass frame where, with a Slightly ambiguous 
notation we write E::; (E, 0). Apart from a trivial rota­
tion in 3-space,we then have a Lorentz-invariant 
description of the states of fixed energy. Omitting the 
momentum-preserving 6 function, 

(E1,RcIE,R<) =C~ 2[A2(r~)2 +m~ll/2) 
J..f-, (rj)2 ~h 5-3" 6(RC R C) 
V~ [A2(r~)2 +m~lI72r 1>, 

::;Ji(RC) 6(Rf,RC), 

where Pj =Ar~ and 

E=t [A2(rj)2 +m~ll/2. 
j=l 

(2.3) 

(2.4) 

Now all states in Ite" with 4-momentum E::;(E,O) can 
be represented as a superposition of the base states 
IE, RC). If f is a complex-valued function on SC, the 
state 

XCCr> = Isc dRc f(RC) IE, R C
) 

is in channel "e", and all such states may be expressed 
in this form. Further, 

(XC(g) IXC{f» = IscdRc J;(RC) g*(RC)f(RC), 

so that under the identification f-XC{f), the states of 
channel" e" may be identified with L 2(SC , J;), the space 
of square-integrable functions on SC with a weighting 
function Ji. Under this identification, the asymptotic 
state space is therefore 

EB; L2(SC, Ji), 

where the prime denotes that summation is only to be 
taken over channels that are open at the energy E. (The 
states which are realized physically have a nonzero 
component in just one channel. ) 

For fixed RC and E satisfying E > m1 +. .. + mn there 
is, as we said, precisely one positive solution of equa­
tion (2.4). A(E) can clearly be analytically continued 
away from this region, and it is not difficult to show 
that there are branch pOints of the square-root type at 
E = ±m1 ±m2 ± ... ±mn , where ± (m1 + ... +mn ) are the 
principal thresholds of the channel and the other 2n -

2 

points are pseudo-thresholds. We define the principal 
branch of A to be the function with the following cuts: 

-00 <A.<-(m1 + ... +mn), m1 + ... +mn <A <00, 

m1 - m2 - . . . - mn < A < - m1 + m 2 + . . . + m n, 
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where m1 is the smallest mass (see Fig. 1). 

When E describes the path labeled r in Fig. 2, the 
path of A is as shown. Thus for continuation round the 
threshold cut A changes sign or, more generally, A 
satisfies the equation A(E*) = -A(E). It can be seen that 
the points im/ I rj I are not circled in the A plane, and 
hence [A2(r~)2 +m~ll/2 are single-valued functions of E. 
Thus the Jacobian function Ji(RC

) appearing in Eq. (2.3) 
is multiplied by (_1)3,-5 when A is continued round the 
threshold cut. 

Thus far we have been considering asymptotic states, 
either of the "in" or "out" type, with a fixed 4-momen­
tum E::;(E,O). The scattering operator·SE links the "in" 
and "out" states, and under the identification described 
above provides a unitary map of EB;L 2(sc,Ji) into itself 
(the prime again denotes open channels). ~i is the re­
striction of SE to channels "e" and "d", and maps the 
"in" space L 2(Sc,Ji) into the "out" space L 2(Sd,J:); 
a priori, it is only defined if "e" and "d" are open at the 
energy E. The matrix elements of 5E are thus 

S:C(Rd IRC) = out(E, Rd IE, RC)ln' 

The on-shell transition matrix T E is given in operator 
form by 

SE=I+iTE 

and in matrix fo~m by 

1
T1C(RdIRC) 

S:C(RdIRC)-
6(Rd,RC) +iT':C(R~IRC) 

im E 

imA 

if "d"=I=-"c", 

if "d" ="c". 

r 
re E 

FIG. 2. The image A(r) in the A plane of a curve r which 
passes round the threshold cut in the E plane. 
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It is now possible to speak (where appropriate) of the 
analytic continuation of the transition matrix elements 
when E varies and the "relative" variables RC,Rd are 
fixed; that such continuations do in fact exist is the 
basis of dispersion relations in S-matrix theory. 

3. DYNAMICS 

The off-shell Green's function for a scattering pro­
cess involving N neutral particles with fields cf>l,' .• , cf>N 
and masses mH ... mN is defined as G(Pl> ... ,PN)' 
where 

G(PH"" PN) [)4(Pl + ... +PN) 

== (- i)N J'~ tf X1 exp( - i ~P j xj)(O 1 T[ cf>l (Xl) ••• cf>N(XN) 110) 

and T is the time-ordering operator. The off-shell 
transition function is 

) . ) N( 2 2 T(PlJ""PN ==-ZG(PH,,,,PN II Pj-mj ) 
3=1 

and by the LSZ reduction formulas the physical transi­
tion matrix for the process in which the first n particles 
leave with on-shell 4-momenta -PH"" -Pn and the 
last N -n particles enter with on-shell 4-momenta 
Pn+H' •• , Pn is equal to T(Pl,' •• , PN)' 

Now 

G(PH"" PN) [)4(Pl + ... +PN) 

==(_i)N,£ J(i'ftfxj}exp(-iL;pjxj ) 
.}=1 j 

(3.1) 

where 

{o t <OJ 
e(t) == 1: t > 0 

and 'IT denotes a permutation of (1, 2, '00, N). Thus 

G(Pl>"" PN) [)4(Pl + ... +PN) 

and hence, writing Y j == x'(j) - X'{j+l» we have 

where P;==P,(l) + ... +P,(j) and w. is defined by 

W.(YH··· 'YN-l)== (01 cf>.(l)(x,U»··· cf>'(N)(X'(N»IO). 

Now using the fact that products become convolution 
products under Fourier transformation and 

f: dxo exp( - ixoPo) e(xo) == - i/(Po - iE), 

we have 
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G(pu'" ,PN) 

-- '(2 )4"fdt "'dt w.(tl,Pi,···,tN-l,P~-l) (3.2) 
- z 'IT 4-' 1 N -1 II r'-ll(p~o _ t j + iE) , 

where 

In Eq. (3.2) the integration is taken over t j ?; [(P;)2 
+M;y/2, where M; is the least mass occurring in the 
mass spectrum of the j -particle states 

cf>'(l)(X,(l)' •• cf>,(j)(x,(j» 1 0). 

Equation (3.2) exposes the analyticity of G in its 
energy variables PIO" •• , PNo by expressing G as a sum 
of N! multiple Cauchy integrals in the "nested" sequence 
of energy variables P~o,'" ,P;o, and the result is due 
to Taylor (Ref. 2). G thus has cut surfaces which are 
functions of the energy sums P;o' For the scattering 
channel in which particles 1, 2, ..• , n leave and parti­
cles n +1, ... , N enter, the cut surfaces which are 
functions of the direct channel energy only, i. e., P;o 
== ±(PIO + ... +Pno), occur in the parts of G which result 
from integration over the following domains in 
Eqo (3.1): 

(0 the direct channel region (DCR) 

(ii) the antidirect channel region (anti-DCR) 

To fix ideas we now consider a scattering process in 
which m neutral scalar particles with fields cf>u 0 •• , cf>m 
enter with 4-momenta PH' • 0 ,Pm and n neutral scalar 
particles with fields 'PH' •• ,'Pn leave with 4-momenta 
qH ..• ,qn' If the total 4-momentum is E == (Eo, E) the 
relative 4-momenta are defined as Pj==P j -Elm, qk 
==qk -E/n, and although they are not independent since 
'fJj j == 0 == 'f,(i k' it will pay to preserve the symmetrical 
description and retain all of the relative momentum 
variables. The Green's function 

G(-qu.'" -qn' PH'" ,Pm) will be denoted by 

G(qlJ' •• ,qn IPl' ••• 'Pm)' 

The energy-analytic representation (EAR) in Eq. 
(3.2) gives the analytic structure of G in the variables 
E, PjO, qko, and provided the functions W. are boundary 
values of analytiC functions, the relative energy vari­
ables may be kept constant and G considered as an ana­
lytic function of E in a cut plane. The cuts which do not 
depend on Pj' qk (and are therefore "fixed") are the 
kinematic cuts, and as stated above they arise from 
contributions from the DCR and anti -DCR. 

Now 

G(ql> ••• , qn IPl' ••• ,Pm) [)4(E - F) 

= (- i)m+n f (~d4 Yk) exp(i~qk Yk) (01 T[ ~ 1/!k(Yk)~cf>iXj)JI 0) 

Xexp( - i~P j x)(ryd4 
X j), 
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where E::='iP J, F::='iqk' andj and k range from 1 to m 
and from 1 to n, respectively. For the incoming parti­
cles the centroid is defined by X=(x1 + .•. +x",)/m and 
the relative coordinates by Xj = Xi -X. Thus 'iP j Xj 

=EX +'iPi Xj' Yand Yk are Similarly defined for the 
outgoing particles and satisfy 'iqky",=FY+'iiikYk' If 

and 

max(xiO) u 
i 

min(};",o) = v, 
II 

the nCR is defined by e(yo -Xo +v -u)=l, 

where 

e(t)Jo: t <o}. 11: t >0 

Thus, if IPa) is a complete set of states of 4-momen­
tum P and quantum numbers la), 

GDC~ql>" • ,qn IpH' .. ,Pm) o4(E - F) 

= (- i)m .... I: Jln d4 Yk\exp[i(FY + 6ii", y",)J(0 1 TfnWk(Y) jPa) 
P,ot \'" J k VII ~ 

x(Pa 1 T0rf>j(Xi~ 10) exp[ -i(EX +~Pj X»)(ry~ Xi)' 

Using the translation operators, 

(Pa 1 T(~rf>i(Xi~ j 0)::= (Pa I T(g<Pi<xj»)1 0) exp(iPX) , 

and replacing the measure IT i a,4 Xi by d4X dX, where 

dx=n~xjo4(Xl + .•• +x",), 
J 

we can now write 

GDCR(qU'" ,qnlpu'" ,Pm)d4(E -F) 

=(-i)"'+nL; Jdyd4 y 
P,ot 

xexp{i[(F - Q)Y + Lilli y",]}(O I T[n1PII(Y"')] IPa) 
II 

x(Pa I T[ I).rf> j(x)] I 0) 
J 

Now inserting 

6{t)=~ r~ exp(i~t) dz 
21Tt 1_ z - tE 

and performing the X and Yintegrals, we obtain 

( _ ')'p-. - .)d- exp[i(Eo -Po)(v -u)] 03{E _ P) 
x exp t L,J J xJ x E P +. . 

J 0 - 0 tE 
(3.3) 

The bound-state poles appear in expression (3.3), and 
if I Pa) is a bound state I b) of mass mb , its contribution 
is obtained when 'ip, .. is replaced by fd 4Po+(p2 -m;), 
to give 
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The pole is thus generated on the upper sheet of the 
mass hyperboloid E2 = m~ and its reSidue is 

- [41Ti(E 2 +m~)1/2]-1 G(iil,. •• ,il" I b) G(b Ipu ... ,Pm)' 

where 

G(ilu .•• ,iJ" I b) = 
(21T)4 (- i)n J dyexp(iL;iik YIl) (0 I T[n 1My",) j b) 

k II 
and 

G(b Ipl' ... ,Pm) = 

(21T)4 (- i)'" J (b I T[n1> iXi)] I 0) exp(- i Lpj Xj) dx. 
i '" 
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A Similar pole is generated on the lower sheet of the 
hyperboloid when I b) makes its contribution to the anti­
nCR and the pole structure of G near E2 == m: is given 
by the sum of these: 

G( Ip ) ___ 1_. G(ll!, ••• ,iinlb)G(bIPl, ... ,Pm). 
qu . . • u . • • 2' E2 2 1Tl -me 

The pole thus has the characteristic form for a stable 
particle in the direct channel, i. e., it is a function of 
E and its reSidue factorizes into two wavefunctions 
which are functions of the in- and out-relative momenta, 
respectively. 

It will now be assumed that there are no bound states 
in the theory, so that the Hilbert space is spanned by 
the many particle states of the elementary particles, 
both in the in- and out-asymptotic representations; as 
shown by Zimmerman3 this does not involve a loss of 
generality. We take a center of mass frame where the 
total 4 -momentum is E '" (E, 0), and use the follOwing 
notation for the on- and off-shell transition functions 
for scattering between channels He" and "d": 

(i) rt;(iiH" • IpH" .) = T(ql,. .. IPH"')' 

(ii) T~(iil>" .IRC)= T(qH ... lpl(E,RC
), ... ), 

where P j(E, RC
) are the on-shell 4-momenta for channel 

"c", associated with RC 
E SC and E above the physical 

threshold of "e", as described in Sec. 2. 

(iii) The on-shell transition matrix T~(RdlRC) is simi­
larly defined for channe Is "c" and" d" • 

These definitions will enable us to vary the total ener­
gy E while the remaining variables are kept fixed. 

In order to obtain analagous results to the above in 
the case of unstable particles (rather than bound states), 
it will be necessary to make the following assumptions 
about the analytic structure of the transition functions. 

Assumption 1: T~(iiH'" IPh.' 0) is the boundary val­
ue of an analytic function of E, given by the prescription 
E- +0 in the EAR, Eq. (3.2). The spectral functions 
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w. are analytic, so that continuation through the cuts is 
possible. 

The threshold cuts depending on E only and starting 
at the fixed branch pOints E = ± ~ m i' where m1> m 2 , ••• 

are the masses of the particles making up a certain 
channel, together constitute the kinematic cuts, and the 
continuation of T1{ around the kinematic cuts (avoiding 
the moying singularities) is defined as the physical 
sheet. 

Assumption 2: Similar remarks may be made about 
T~(rj1>'" IRe) and T~e(RdIRe), in which Rd and Re rep­
resent the relative momenta of the on-shell particles 
as in Sec. 2. 

This assumption is rather different from Assumption 
1, because when some of the particles are on-shell their 
relative 4-momenta are Pi =pj(E, Re), etc., and when 
Re is kept fixed they are functions of E and vary as E 
is continued around the cut. Hence the path of continua­
tion must also avoid the movable real singularities in 
A (E), the function defined in Sec. 2. 

Now in the EAR it was shown that the cuts in G which 
are functions of E alone arise from the DCR and the 
anti-DCR. Expression (3.3) can be decomposed into the 
sum of 

and a term that is nonsingular on the kinematic cut. t::..G, 
the discontinuity in G across the kinematic cut, is ob­
tained from this expression by inserting a complete set 
of "in" states. Since the states belong to continuums for 
each asymptotic channel, ~p,a is replaced by fd4p'£~, 
where ~ ~ denotes a sum of integrals f ,adRa over chan­
nels "a" which are open at the energy 'E, to give 

de(- 1- ) t::..GE qH'" PH'" 

where 

G1i'(ql> •.. I Rb
) 

= (21T)4 (_i}n J dyexp(i~q~y~)(ol T[IJlh(Y~)JIE,Rb)ln 
and 

G~(Ra Ip1> ••• ) 

= (21T)4 (_i)m 1 (E,Ral Trn<t>/x)]lo)exp(-i'L.Pj xj)dx. 
out ~ j 

For the T matrix we can thus write 

T1{*(ih, ••• Ipi> ••• ) = T1{(q1> ••• Ip1> ••• ) (3.4) 

T1{* represents the value of T1{ at a point on the lower 
lip of the kinematic cut opposite the energy E on the 
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ConSider the case where Pj are the on-shell relative 
momenta of an m-particle state of total energy E de­
scribed by Re E S°, with Pj =Pj(E,Re). Then, as proved 
in Sec. 2, Pj(E*,Re)=ISPj(E,Re), where Is is the space­
inverting operator. Hence, for l-wave angular momen­
tum states in the direct channel, 

T1{*(7li> ••• Ipl(Re, E*) • .. ) = (_)1 T E*(7lH' •• IRe). 

Thus 

(_)1 T1{*(q1> ... IRe) = T1{(7li., ••• IRe) 

- iLJ' L;'T~b(q1>' •• IRb) J~(Rb) ~b*(Rb IRa) J;(Ra)T~(Ra IRe). 
b a 

Remembering that the on-Shell T and S matrices 
satisfy SE = I +iT E, : and using the unitarity of SE' SE * SE 
=1, this gives 

T1{(q1> ... IRe) 

= (_)1 L' T~~(qi> ... 1 Rb)J1(Rb)S:(RbIRe). (3.5) 
b 

Substituting this expreSSion for T E in (3.4), 

T de (- Ip- ) TtIe(- Ip- ) E* q1> • • • 1> • •• - E q1>'" 1> ••• 

=(_)1+1 iL:' T~a*((h, •• • IRa)~(Ra) T~(Ralpi>"')' (3.6) 
a 

Putting q1' ..• qo on-shell in (3.4), we obtain a similar 
equation to (3. 5) 

(_)1 T1f(Rd IPu ... ) = L:' S:b(Rd I Rb) J~(Rb) T~(Rb Ipu .•. ). 
b 

Thus, substituting this expression for T E in (3.6), 

T~e(qh ••• IPh' •• ) - T1{*(7li., ••. Ipi>' •• ) 

= i L: ' r;.' T~a*(7ll> ..• IRa) J;(Ra) 
a b 

This formula will be the basis of our discussion of off­
shell second-sheet structure. 

The connection between the off-sheel unitarity rela­
tion (3.6) and Hermitian analytiCity is seen by putting 
all of the particles on-shell: 

- i L: 'T~a*(Rd IRa) J ;<Ra)T~(Ra IRe). 
a 

Unitarity gives 

T~d(Re I Rd)* - rj(Rd IRe) = 

_ iL:'T~d(Ral Rd)* J;<Ra)T~(Ra IRe). 
a 

Thus T1{*(Rd IRe) = Ti-d(Re I Rd
) *, which is the formula for 

Hermitian analyticity. 

4. SECOND-SHEET STRUCTURE AND 
RESONANCES 

In the previous section a basic minimal analytiCity 
was assumed which is sufficient to define the continua­
tion of the transition matrix elements around the kine-
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matic cut in the physical sheet. We shall now discuss 
the continuation of the scattering elements downwards 
through the kinematic cut into the second Riemann 
sheet, which is the unphYSical sheet. 

A priori the scattering operator S'if is defined on the 
space El'l'L2(SC,~). For this to remain a Hilbert space 

C 

when E is complex we extend the definition of the inner 
product, and for (pc"pc E L 2(SC, J~), where E is complex, 
put 

(rf>C I,/l) = f dRc I Ji I rf>C(RC)*'V(RC). 

Let us now suppose that rf>"e is a vector in L 2(SC, Ji) for 
different values of E. Technically, the vector rf>~ be­
longs to a different Hilbert space for each value of E. 
However, in practice this presents no problem, since 
for two complex energies E and E', L2(5C,J~) and 
L 2(5C, Ji,) are isomorphic under the map rf>c - I Ji,/ 
Ji 11 /2 rf>c. Using this identification we may therefore 
define continuity, analytiCity, etc. of rf>~ with respect 
to E. 

At a real physical energy E the S-matrix operator 
satisfies SiSE=I. Assuming that SE possesses an ana­
lytic continuation into imE > 0 and remains a bounded 
and invertible operator, (Si*)-l is defined and analytic 
in a region of imE <0 which is the mirror image of the 
physical-sheet domain. This operator agrees with SE 
for real values of E, and is therefore a downward con­
tinuation of SE' called the second or unphySical sheet of 
S E and denoted Ski. 

If the continuation is carried out from E a < E < Eb 
where Ea and Eb are consecutive threShold energies for 
channels a and b, the second-sheet scattering operator 
is defined on the space El'l' L 2(SC, Ji) and has components 
(S~)II, where c and d range over channels which are 
open when E a <E <Eb. By choosing different consecutive 
thresholds Ea and Eb we can therefore define (stl)Ii in 
several ways. Unlike the first-sheet structure these 
definitions do not all agree, because every threshold 
energy is a branch-point and comparison can only be 
made between different values of (S1{)1I by Circling one 
or more of these branch pOints. To prevent such ambi­
guities, (S~)II will denote the continuation of S1,c from 
the interval (Ea, Eb), where Ea and Eb are consecutive 
thresholds and Ea <reE <Eb. This is clearly the most 
direct path of continuation, and physically the most 
Significant. The unphysical sheet so defined has its 
threshold cuts pointing vertically downwards. 

The reason why the second-sheet structure of SE is 
important is, of course, because for small values of f, 

energies E - if on the second sheet are topologically 
near to the real scattering region, just as energies 
E +if on the first sheet are also near. Suppose that Ski 
has a pole A/(E -Er ), where the residue A is an 
operator, and imEr <0. If N is the null space of A and 
R. is its range, then the restriction A: NL- R. is one to 
one and onto. Now G, the product of the rotation and 
internal symmetry groups of the theory, has in the 
Hilbert space a representation U that commutes with A 
and thus leaves N and N~ invariant. Assuming that the 
pole is not accidentally degenerate, the representation 
induced by U in NL is irreducible and therefore finite­
dimensional (since G is compact). Thus A can be written 
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!:1-Vr)(<I>rl, 
r=l 

where {<I>r} is an orthonormal basis for N\ -vr=A<I>r and 
n is the degeneracy. When these conditions are satisfied 
the pole is called a resonance of complex mass Er • 

Since <I>r can be obtained from the orbit (under U) of a 
single vector <l>, and -V r can similarly be obtained from 
-V =A<I>, the pole will be denoted by I -v)(<l> I /(E - Er). (If 
the channels are assumed to have fixed quantum num­
bers, this representation is literally correct because 
the degeneracy is 'factored away'.) Putting <I> = L:; rf>c, 
-V = L:; lfJc we have (stl)II - I ,plf)( rf>c I /(E - Er) near the pole, 
and when rf>c is nonzero the resonance is then coupled to 
channel" c". The S matrix elements satisfy stl(Rd I RC)II 
-lfJd(Rd)* rf>C(RC)/(E -Er) and have factorizable reSidues 
characteristic of a resonance. (The factorizability is 
verifiable for a resonance provided it is possible to 
determine the second-sheet residues for the different 
processes in which the resonance appears.) 

Let us now conSider the presence of resonances in 
off-shell amplitudes. The equation 

T~(ijH ••• Ipl' ••• ) = T~*(ih, ••. IpH ••• ) 

+ i L:'L: ' T~a*(ql' .•. IRa) J;(Ra) 
a b 

X S"i'(Ra I Rb) JMRb) T:*(R b Ipl' •.• ) (4.1) 

can be written, when E is continued downwards into the 
second sheet, 

T dC(- 1- )11 Tdc(- Ip- )1 E qu··· PH··· = E qU··· H· •• 

X JMRb) T:(Rb /PH ••• )1, 

where the superscript I emphasizes first- (physical-) 
sheet values. The highly interesting thing about this 
equation is that at a resonance pole in SkI, where 

stl(Rd / RC)II _,pd(Rd)* rf>C(RC)/(E - Er) 

the off-shell unphysical-sheet amplitude 
T'JF(iju • •• Ipu ... )11 has a pole with a factorizable 
residue: 

T~(qu •.. IpH ••• )l1 -XouMu .•• )xin(Pl, ... )/(E -Er ), 

where 

Xout(iju ••• ) = L:' T~a (ijl> ••• I Ra)1 J; (Ra) ,pa(Ra)*, 
a r r 

and 

Xln(PH ... ) = L:' rf>b(Rb) J~ (Rb) T'i (Rb Ipu ••• )I. 
b r r 

This demonstrates that the second-sheet structure of 
the off-shell T matrix is such that at a resonance ener­
gy the components of T have poles in E with residues 
which factorize into wave functions of the incoming and 
outgoing relative momenta. This is completely analo­
gous to the first-sheet behavior of the T matrix in the 
neighborhood of a bound state energy and in agreement 
with the alternative description of resonances as un­
stable particles. Although it would be convenient to 
identify <l> or -V as the state of the resonance, it must be 
remembered that at real phYSical values of E the 
Hilbert space is not EEl' L 2(SC, Ji), but an isomorphic 
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copy of this. The isomorphism depends on the total 
energy E and <P and >It belong to the space when E as­
sumes an unphysical complex value: Thus no direct 
physical meaning can be attached to these vectors. 

5. CONCLUSION 
The extension to the case of charged particles is 

trivial, nor do we expect the occurrence of spin in the 
scattered particles to present any difficulty. 

It is interesting to compare these results with pre­
vious work on the scalar Bethe -Salpeter equation with 
an exchange potential. 4 On performing the Wick rota­
tion5 by which the relative energy variables are con­
tinued to the imaginary axis, a scattering equation may 
be obtained that is analytic in a subset of the total ener­
gy plane, and this subset includes the real elastic 
scattering region. 6 The effect of the Wick rotation is 
thus to remove altogether the moving singularities. The 
double-sheet structure of the off-shell amplitude, with 
imaginary relative energies, may then be exhibited for 
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the continuation of the total energy through the elastic 
cut, although the situation when higher energies, and 
therefore inelastic thresholds, are admitted, is not so 
clear. 
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The basic concepts and formulation of the renonnalization group are explained beginning at an 
elementary level. Discussion is in the framework of classical statistical mechanics with emphasis on 
applications to the theory of critical phenomena. The details are worked out in the large n limit for 
2 < d < 4, where n is the number of components of the fluctuating field of interest and d is the 
dimension of the thermodynamical system. In the large n limit, the infinite sum of "tree graphs" 
offers an exact and analytically tractable description of the renormalization group. It illustrates many 
concepts including the fixed point, the critical surface in the space of coupling parameters, and 
critical exponents. Most important, it illustrates the origin and the limitation of the scaling 
hypothesis. The critical behavior of various correlation functions and the free energy is examined. 
Attention is paid to terms often ignored in qualitative scaling arguments. We have attempted to 
make this paper self-contained and of pedagogical value to a wide audience. 

I. INTRODUCTION 

The notion of a renormalization group appeared de­
cades ago in relativistic field theories. l It appeared in 
the study of the relationship between the momentum cut­
off and coupling constants. Over the past several years, 
Wilson has made important advances in bringing the 
ideas of renormalization group into concrete and useful 
concepts and has successfully applied them to different 
areas of physics. 1 So far the most successful applica­
tion has been to the theory of critical phenomena. 2 On 
the other hand, existing knowledge in critical phenomena 
has been very helpful in understanding the renormaliza­
tion group idea as well. In this paper, we shall explain 
the idea of renormalization group beginning at an ele­
mentary level. Our discussion will be within the frame­
work of statistical mechanics of an n-component classi­
cal field in a d-dimensional space. If n = 3, d= 3, this 
classical field would describe the fluctuation of magnet­
ization in a ferromagnetic material, for example. We 
expect also that the amplitude of 4He atoms, which be­
comes large near the A point of liquid Hen, can be 
adequately described by a classical field with n = 2, 
d=3. 

Although the basic principles are established and 
numerical investigations have begun, the complexities 
of the renormalization group machinery makes idealized 
model calculations highly desirable for illustrating the 
general features. The first simple analytical illustra­
tion of the renormalization group was found by Wilson 
and Fisher, 3 who demonstrated that for small E := 4 - d, 
the mathematical complication disappeared. Once the 
structure of the renormalization group was understood 
for small E, perturbation theory calculations of critical 
exponents as expanSions in powers of E followed. 4 
Simplicity was expected also in the limit of large n. The 
limit of large n first appeared in the "spherical model."5 
More recently, much work has been done in computing 
critical exponents as power series in 1 In and in studying 
field theory models with large n. 6-8 The renormalization 
group in the large n limit, which is fundamental to the 
understanding of the results pertaining to large n, was 
expected to be tractable analytically, but so far no 
comprehensive and reasonably complete information has 
been available in the literature. This paper is to present 
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this information. We illustrate the full details of the 
renormalization group in the large n limit. This illu­
stration is more complicated than the small E limit, but 
it demonstrates many important features which are dif­
ficult to visualize in the small E limit. 

It is hoped that this paper will serve pedagogical 
purposes. We shall include discussions at a very ele­
mentary level so that this paper is self-contained as 
well for those readers who are not familiar with the the­
ory of critical phenomena or some jargons of field 
theory. These elementary discussions have been in­
cluded in a recent review article. 9 

An introduction to the use of graph representation is 
included. Graphs will be used for studying the large n 
limit. However, we want to emphasize that the renor­
malization group idea is valuable partly because it is 
free from any perturbation theory, i. e., it is a non­
perturbative concept. The graph representation, which 
is a perturbation expanSion, is not essential to the study 
of renormalization group. It is nevertheless useful as a 
tool of simple calculation, and make some ideas easier 
to visualize. In analyzing the large n limits, we shall 
sum over an infinite set of graphs and our results 
demonstrate well nonperturbative features of the re­
normalization group. The analysis can be done without 
introducing graphs at all. 9 

Before giving the outline of this paper, it should be 
helpful to review a few basic ideas in the theory of criti­
cal phenomena. lo Let us imagine a sample of isotropic 
ferromagnetic material. If the temperature T is below 
its critical temperature T e' there is a spontaneous 
magnetization. Right above T e , there is not. There are 
large fluctuations in magnetization for T near Te' As 
the temperature T approaches T e the magnetic suscepti­
bility and some other measurable quantities diverge. 
For example, the susceptibility diverges like (T - T)-Y, 
for T> Te , where Y, one of the critical exponents, is 
observed to be near 1. 3 for many materials exhibiting 
a critical point. The theory of critical phenomena has 
the task of explaining these divergences. 

These divergences are believed to be consequences of 
the large fluctuations of magnetization. Also the ob­
served universal (i. e., independent of materials) 
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character of these divergences suggests that only the 
large scale behavior, not the detail microscopic inter­
actions, is relevant in a correct explanation. 

A useful concept is the correlation length ~, which 
may be thought of as measuring the average distance 
over which the fluctuations of magnetization are corre­
lated. 'rhe scaling hypothesis says that ~ should be the 
longest and the only relevant length in explaining criti­
cal phenomena. It says also that ~, diverging like 
I T - T e I-v, v> 0, counts for the dominating temperature 
dependence near Te of all quantities. In othe.r words, 
physical quantities depend on T - T e only through their 
dependence on ~. For example, it leads to the follOwing 
very important consequence. If we increase the unit of 
length by a factor s, then in the new unit, the system 
appears shrunk by a factor s. The correlation length 
now becomes ~/s under this scale change. Since the 
correlation length is proportional to I T - Tel -v, a de­
crease in correlation length ·corresponds to an increase 
in IT - Tel. Therefore, near T e, the temperature de­
pendence of a physical quantity can be deduced from the 
way it behaves under a change of scale. The simplest 
example of applying this idea is the follOwing. The free 
energy per unit volume F(~) becomes sdF(~) when the 
volume of the system is shrunk; d is the dimension. 
Therefore F(~/S)=SdF(~). Since s is arbitrary, we set 
s =~. We then get 

(1. 1) 

since ~ ex: I T - T e I-v. Later we shall examine the validity 
of such arguments. Another important consequence is 
that in the limit T = Te , ~ becomes infinite and there is 
no longer any length parameter. Thus the system would 
look the same if a change in length scale is made. There 
are many important consequences of the scaling hy­
potheSis and also ambiguities. It is clear that this 
hypothesis is very powerful but its origin is not clear. 
A more fundamental understanding is needed. Many 
authors have made advances in these directions. Our 
understanding becomes more concrete and precise after 
Wilson's renormalization group formulation was 
developed. 

The first half of this paper is devoted to discussions 
of basic ideas and to set up the machinery which is to 
carry out these ideas. It is emphasized that the basic 
idea is very simple even though the machinery required 
is rather complicated. It is hoped that these discussions 
will give a clear idea on what is precisely defined and 
what is unproved plausible hypotheses. 

The second half of this paper is more technical. It 
illustrates how the renormalization group machinery 
works in the limiting case of large n. In this case, 
exact analytic expressions can be worked out by sum­
ming a special, infinite set of graphs, the so-called 
"tree graphs," which turn out to dominate in the large 
n limit. 
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We now give a brief sketch of what is done here USing 
the tree graph summation. This is nota summary but 
wilt give the reader some idea of the content of the 
latter half of this paper. 

In the large n limit, possible probability distributions 
for the classical field (order parameter fluctuation) 
cP j(x), i = 1, " ., n, take the form Pa::.exp(- H) with 

(1. 2) 

where 

and cP j(x) contains Fourier components of wave vectors 
up to a cutoff A. U(CP2) is any function of cp2 which ap­
proaches infinite as cP 2 - 00. A renormalization -group 
transformation R., 1"" s < 00, takes a probability dis­
tribution P to another pI, and is expressed as a trans­
formation in the space of U's: 

R.: U-U'. (1. 3) 

At the same time, cp(x) is replaced by S-d/2+1-rJ/2cp(X/ s) 
(1) = 0 in the large n limit) so that the average of any 
function of cP over P is the same as the transformed 
function of cP taken over P'. In other words, R, behaves 
like a scale transformation for the probability distribu­
tion. The work done in the second half of this paper in­
cludes (a) the determination of the fixed point U* (satis­
fying Rs : U* - U*, a plot of which is given in Fig. 1. (b) 
A subspace of the space of U's is called the critical sur­
face defined by properly fixing one parameter in U. A 
system at its critical temperature is represented by a 
point on this critical surface. We work out the details of 
Rs : U - U' for any U on or close to the critical surface 
(it does not matter whether it is above or below). The 
transformation of cp2 is also discussed as an illustration 
of how products of rp transform under Rs' Critical be­
havior of various correlation functions are then deter­
mined by the transformations at large s. The fact that 
results are independent of the details of U is an illustra­
tion of universality. Note that (1.2) is not the most gen­
eral form of H. However, it is sufficiently general for 
the discussion within the framework of free graph 
summation. 

The tree graphs summed here correspond to those of 
the self -consistent Hartree approximation in many­
body theory. As will be seen, the tree graphs for the 
renormalization group in the large -n limit displays a 
very rich and appealing structure in addition to being 
exact in this limit. This is in contrast to the Hartree 
approximation in other applications. 

The outline of the paper is the following: 

Sec. II: Basic concepts are explained in detail. The 
meaning of coupling parameters with respect to a cut­
off A is clarified. The renormalization group is defined 
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as transformations in a "parameter space." Each point 
in the parameter space represents a possible probabil­
ity distribution describing the statistical mechanical 
system. Formalism is set up. The notion of the fixed 
point is introduced. 

Sec. III: Critical behaviors are related to the charac­
teristics of the renormalization group acting close to a 
subspace called the "critical surface. " Critical expo­
nents related to the correlation function and susceptibil­
ity are introduced. The discussion is qualitative. 

Sec. IV: Graphs are introduced and the graph repre­
sentation of the renormalization group is explained. 

Sec. V: Tree graphs are introduced. They are shown 
to dominate in the large-n limit. The fixed point is gen­
erated from a simple interaction. General features of 
the fixed point are illustrated. 

Sec. VI: The details of the renormalization group 
transformation in general in the large-n limit are 
worked out. The critical surface, critical exponents, 
approach to the fixed point, and other concepts and as­
sertions discussed in Sec. m are demonstrated ex­
pliCitly. All results are exact in the large n limit. Cor­
rections will be of O(l/n). 

Sec. VII: The effect of a uniform external field and 
general features below Tc are discussed. Characteris­
tics of longitudinal and transverse susceptibilities are 
examined in detail in the large n limit. The exponents 
I) and (3 are discussed. 

Sec. VIII: This section is devoted to a careful study of 
the free energy under the transformations of the renor­
malization group. Weakness of the usual scaling argu­
ment given by (1.1) is illustrated. 

Sec. IX: A detailed study of the simplest composite 
variable cfJ2 is carried out. The transformation of cfJ2 
under the renormalization group is described and the 
critical behavior of related correlation functions is 
examined. The concept of dimensions of variables is 
discussed. 

Sec. X: Basis for perturbation theory calculation of 
critical exponents is discussed. 

Sec. XI: Concluding remarks are made. 

Much of Secs. II-IV is devoted to explaining the basic 
definitions. Those readers who are already familiar 
with the basics may read through Sec. II quickly to get 
an idea of the notation and then proceed to Sec. V. The 
range of material covered in this paper is very small. 
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The emphasis is on the details of the renormalization 
group, not on reviewing its accomplishments. 

Table I lists frequently occurring symbols and their 
defining equations. 

II. RENORMALIZATION GROUP DEFINED 

A renormalization group can be defined for any large 
system such as a thermodynamical system or a quantum 
field. We shall define a renormalization group for a 
model thermodynamical system analyzed in the frame­
work of claSSical statistical mechanics. But before we 
proceed with our definitions, we would like to remind 
the reader of some truly trivial facts concerning prob­
ability distributions. 

A. Digression on trivial observations 

Let P(Yu Y2' Y3) be the probability distribution function 
for the random variables - 00 < Yu Y2' Y3 < 00. To cal­
culate the average value of any function f{yu Y2' Y3) of 
these random variables, for example, !=YIY2' we 
simply do the integral 

We notice that for those! which do not depend on Y3' we 

o 
~z/ Nc 

2 3 

FIG. 1. The fixed point in the large n limit depicted as the 
function U*(q:,2) for d= 2. 2, 3, and 3.8. See (5.45)-(5.54). The 
unit Nc is given by (5.15) and depends on d. 
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TABLE I. Symbols and where they are defined. 

A (8.4),(8.5) H (2.12) II (7.32) 

AI (9.10) H' (2.18) R. (2.17) 

0/, (2.18), (2.27) J (7.33) RL • (3.2) 

e1,ej above (3.3) Kd (5.11) s (2.18) 

11 (2.26) L above (2.6) L (4.11) 

~ (3.17) A (2.11) 2;. (4.20) 

F(T) (8.1) A- (5.38) tJ (3.4) 

J (8.2) /.< (2.13) t~t(;..} (6.15) 

J' below (8.2), (8.4) p.' (2.17) I'~I'(;..} (5.38) 

q; (5.23) /.<. (2.25) to (5.3) 

(ij,o(ij (4.12) P.l (5.4) 11 (3.4), (6.18) 

1>/x) (2.14) p.(T) Sec. Ill. 2 tt (5.42) 

1>1. (2.6) o/.< (3.1) t* (5.41) 

1>2 (5.6) N (5.10) "2m (2.12) 

(1)2)' (9.5), (9.6) N4,Nb (5. 30) -( 5.32) U:!,. (4.20) 

('\71»2 (5.46) Nc (5.15) uim (4.23) 

G (2.8),(2.20),(2.29) N' (5.13) u(N) (7.26) 

Go (4.2) N(;..} (5.38), (6.12) U (6.3), (6.16) 

G6 (4.22) N. (5.17) U' (6.17) 

Gn,G.1 (7.19), (7. 20) v (3.8) U· (5.48) 

H (7.1) p (2.12) Yt>Y2'YJ (3.3) 

H(A) (2.11) pI (2.18) 1: (6.19) 

can obtain an equivalent distribution function PI(yu Y2} 
by integrating out the variable Y3 from P(Yl'Y2'Y3}' i.e., 

(2.2) 

Therefore, let us remember 

Fact 1: pI, obtained from P by integrating out certain 
random variables, is equivalent to P provided we are 
not interested in these integrated variables. Next, we 
observe that if we obtain a new probability distribution 
P'(Y2' Y4' Y6) from P(Yu Y2' Y3) by changing the name of 
random variables, we won't get anything new. For 
example, 

(2.3) 

i. e., just replacing 1,2,3 in P(Yu Y2' Y3) by 2,4,6. The 
only thing we must watch out for is that when we cal­
culate averages, we must change labels accordingly. 
For example, 

(2.4) 

i.e., we must calculate the average of Y4 over P' if we 
want to get the average of Y2 over P. This sounds too 
trivial, but must be remembered: 

Fact 2: P', obtained from P by relabeling the random 
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variables, is equivalent to P provided that when average 
values are computed we relabel the random variables of 
interest accordingly. Finally, if a is a positive constant 
and 

(2.4') 

then P' clearly says nothing new. Any average calculat­
ed over P' is easily related to that over P. For 
example, 

(2.5) 

Therefore, let us remember 

Fact 3: P', obtained from P by changing random 
variables by a constant factor, is equivalent to P pro­
vided we multiply the random variables of interest by 
the same factor when average values are computed. 

We list the above three trivial observations so that it 
will be easier for the reader to 'understand the more 
complicated, but baSically the same procedures later. 
A transformation in the renormalization group essen­
tially transforms a given probability distribution to an 
equivalent one in the above mentioned three steps: in­
tegration, relabeling, and multiplying random variables 
by a constant. 

B. Model and notation 

Imagine a d-dimensional crystal lattice of volume Ld, 
where L is measured in units of lattice spacing. At each 
lattice site x, there is an n-component vector "spin" 
tf>(x) = (tf>l(X), tf>2(X) ••• tf>n(x». Let tf>k denote Fourier com­
ponents of tf>(x): 

(2.6) 

where the sum over wavevectors k is taken over the Ld 
discrete points in the first Brillouin zone. The density 
of points, Ld(21T)-d, is very large since L is a very 
large number. Each 1> lk is regarded as a random 
variable. There are nLtJ of them. The probability dis­
tribution for these random variables is given by 

{2.7} 

where T is the temperature and Hmlcro is the Hamilton­
ian which is assumed to be a given function of all the 
random variables. We assume that Hm1cro is invariant 
under rotations in the n-dimensional spin vector space. 

The correlation function G(k) is defined as 

G(k)/iij= f ddX(tf>i(X)1> iO»exp(-ik 'x) 

=<Itf>ik!2)/iiJ' (2.8) 

where the average < .•. ) is taken over Pmicro given by 
(2.7). If a term 

(2.9) 

is added to the Hamiltonian, i. e., when a "magnetic 
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field" is turned on in the 1 direction, we can define the 
susceptibility as 

(2.10) 

It is very easy to show that the ,Susceptibility per unit 
volume is just G(O). Other quantities of interest will be 
defined later. 

Since the probability distribution is assumed to be in­
variant under rotations in spin space, we expect G(k} to 
be independent of i if there is no external field. How­
ever, a rotationally invariant probability distribution 
can still produce average values which are not rotation­
ally invariant. This happens below T e , where one of the 
components, say cf>l' has nonzero average even when 
H = O. In our discussions, we shall always assume that 
H = 0 unless otherwise specified. 

c. The idea of an effective Hamiltonian 

What we are interested in is the behavior of long­
wavelength fluctuations, i. e., that of cf>k with small k. 
The Hamiltonian is usually given by nearest-neighbor 
interactions. Since we expect that the characteristics of 
long wavelength fluctuations are independent of the 
microscopiC details, we should be able to obtain an ef­
fective Hamiltonian with these irrelevant details re­
moved. In other words, this effective Hamiltonian 
should not involve any cf>k with large k. Of course, the 
effective Hamiltonian must lead to the same results as 
the original Hamiltonian would when averages involving 
cf>/s with small k are calculated. How do we find this 
effective Hamiltonian? It is very easy in prinCiple. Re­
member the trivial Fact 1 mentioned at the beginning of 
this section: We may simply integrate out the irrelevant 
random variables. Thus, P lDlero ' as given by (2. 7), is 
equivalent to, apart from a normalization constant, 

(2.11) 

where the multiple integral is taken over all cf> ik'S with 
all i = 1, ... , n and all k larger than A. The cutoff A is 
taken to be much less than the inverse lattice spacing 
but still much larger than the small range of k which 
is of interest ultimately. H(A) defined by (2.11) is the 
deSired effective Hamiltonian. Note that we s~t A this 
way to leave cf> k'S in the intermediate k range unintegrat­
ed. This is because, besides the random variables in 
the small k range themselves, those in the intermediate 
k range also play an important part in determining the 
small k behavior. The effective Hamiltonian H(A} tells 
us about the interactions down to a minimum distance 
A -1. The finer details beyond this distance are averaged 
out. The multiple integrals in (2.11) will not be easy to 
carry out explicitly. However, we expect that H(A} in 
general will look very different. For example, if the 
microscopiC Hamiltonian has only quadratic and quartic 
terms in cf>, the multiple integral of (2.11) will generate 
all powers of cf> for H(A). This will become more evident 
later. The important point to remember is that the cut­
off A is an inseparable part of the definition of a Hamil­
tonian. The fluctuations over a distance less than A-l 

does playa role in determining the structure of H(A). 
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The ultimate task is to derive singular behavior of 
physical quantities such as the correlation function near 
the critical point from a generally nonsingular Hamil­
tonian. Constructing H(A) does not seem to help in this 
task. No singularity is expected in H(A) since we only 
smeared out fluctuation over very short distances. If 
we are now to study critical behaviors starting from 
H(A), then the task would appear to be much worse than 
before because H(A) would look far more complicated 
than the microscopic Hamiltonian. However, we will be 
able to see the major characteristics of the critical be­
havior, which are independent of the details of H(A), by 
examining how H(A) would behave under the renormali­
zation group, which is a set of transformations and will 
be defined shortly. 

D. The parameter space 

We shall now be more general·and consider a large 
class of probability distributions for cf> ik. We now forget 
about our spin model introduced above and regard cf>lk's 
just as a set of random variables. But we still want the 
label k to range over discrete points in a sphere of 
radius A in k space. The density of points is Ld(21T)-d. 
Of course, 1 ~ i ~ n, as before. 

Any probability distribution for these random varia­
bles can be specified by a set of parameters. Let us 
imagine that each set of parameters is a point in a 
parameter space, so that any probability distribution 
P is represented by a point JJ. in this space. To make 
our discussion more concrete, let us illustrate how 
such a parameter space can be constructed. Write 

Po:exp(- H), 

+const, (2.12) 

where k2m = - (kl + k2 + ... + k2"._1) and tl:!". is a function 
of ku k 2 • •• k2m_l • We now define our parameter space as 
the space of all possible JJ., 

(2.13) 

We shall refer to the u2".'s as "coupling parameters. " 
This space is of course enormous. The region of in­
terest in this space will be very limited. Symmetry and 
other restrictions will be required for u 2m, for example. 
The additive constant in H is not included as a param­
eter. Odd powers of cf> k are not included but they will be 
needed when discussing external field. Anyway, further 
restrictions and adjustments can always be made when 
necessary. We shall stick to (2.12) for our general 
discussion. 

We do want to emphasize that A, the cutoff in k space, 
is, unless otherwise specified, always fixed for all 
probability distributions. The coupling parameters are 
meaningless without fixing A. Another important point 
is that L, which tells us how many random variables 
there are, is not included as a parameter. This is be­
cause we are interested in the limit of infinite L. Aver­
ages of interest are always L-independent in this limit. 
In fact we shall write JJ. = JJ.' as long as u2m = u;". for all 
m even if L*L'. 
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A slightly more appealing way of writing (2. 12) is by 
introducing ct>{x): 

ct>{x) == L -d /2 L ct> exp{ik· x); 
k<A k 

then we have 

(2.14) 

H=~ .L. Jddxl" •• ddx2mct>I/Xl)ct>12{X2) ••• ct>12m{X2m) 
m= ii' .2···.2m 

(2.15) 

where v2m are related to u 2m via 
2m-1 

U 2 =J II (ddYlexp{-ikl'y/))v2m{YuY2" 'Y2m-1)' 
m 1,1 

(2.16) 

We shall assume that v 2 .. represents short range inter­
actions (i. e., V 2m - 0 if one or more of the y's becomes 
large) so that u2m can be expanded in powers of k. 

Finally, to those readers who are too used to statis­
tical mechanical terminology, we want to emphasize 
that H, defined by (2. 12), is not to be thought of as 
"energy divided by temperature. " It is just the logarithm 
of the probability distribution. As far as our parameter 
space is concerned, the concepts of energy and tem­
perature are irrelevant. They enter only in (2. 11) as 
inputs in determining a particular probability distribu­
tion corresponding to a particular point in the param­
eter space. 

E. Renormalization group 

Consider the following transformation which takes a 
probability distribution P to another probability distri­
bution P'. We want to represent this transformation as 

(2.17) 

which transforms the point /1 to /1' in the parameter 
space. Of course, /1 and /1' represent P and P', respec­
tively. This transformation R. is defined implicitly by 

P' rx exp{ - H') = [. II, J dct> ik' exp{ - H>] . 
.,A/.<k<A "'k-a."'.k 

(2.18) 

Equation (2. 12) defines /1, and /1' is to be extracted 
from H' by writing H' in the form of (2. 12) and identify­
ing the coefficients of products of random variables. 
Three steps are involved in (2. 18). First, we integrate 
out those ct>k' with k' between A/s and A. Second, we 
relabel the random variables by enlarging the wavevec­
tors by a factor s. Third, we multiply all random varia­
bles by a constant factor a •. The three trivial facts list­
ed at the beginning of this section imply that P' is 
equivalent to P as far as random variables ct>k with 
k < A/s are concerned and provided that proper relabel­
ing and multiplying by a. are done when averages are 
computed. For example, 

(I ct> ikI 2)p=a;( I ct> i.k 1
2)p,. 

If we define G{k, /1)==(Ict>ikI2)p, (2.19) says 

G{k, /1)=a;G{sk,R./1). 

(2.19) 

(2.20) 

Note that the number of random variables in P' is 
smaller by a factor sod than that in P owing to the muI-
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tiple integral in (2.18). The change of scale k-sk 
makes the density of points in k space smaller by the 
same factor. These simply mean that the volume of the 
system described by P' is £,d == sod Ld, i. e., shrunk by a 
factor sod. To identify /1' from H' given by (2.18), we 
must write H' in the form of (2.12) with L' replacing 
L; and the density of points in k space is now £,d{21T)-d. 
As was mentioned earlier, L' or L plays no role in cal­
culating quantities of interest and is not included as a 
parameter. The set of R., 1 -'S S < 00, will be called the 
"renormalization group." We did not define the inverse 
of R.; so it is not quite a group. 

So far nothing has been said about the a. in (2.18). 
The only role of a. is in the last substitution in (2.18). 
If we have two successive transformations R. and R." 
then it is clear from (2. 18) that they have the same ef­
fect as a single transformation R .. , except that the sub­
stitution is ct> k - a P .,ct> .. 'k not ct> k - a .. ,ct> .. 'k' Thus, in 
order to observe 

R.R.,/1 =R .. ,/1 (2.21) 

for any /1, we must demand 

(2.22) 

We shall so restrict our choice of a.. Equation (2. 22) is 
a severe restriction. It requires that 

(2.23) 

where Y is a constant. If we regard the substitution 

(2.24) 

in (2. 18) as a scale change, then Y can be interpreted 
as the dimension of ct> k in units of length. The dimension 
of ct>k can be defined by the microscopic Hamiltonian. 
However the dimension so defined is not useful. Instead, 
we shall determine Y with respect to a fixed point. 

A fixed point /1 * in the parameter space is that 
satisfying 

R./1*=/1*. (2.25) 

It will playa major role in later discussions. Equation 
(2. 25) may be viewed as an equation to be solved for /1*. 
It is not expected to have a solution unless the y in a. 
= sY is properly chosen. This seems reasonable if we 
consider the case s - 00. We expect that all factors of s 
(and hence y) must delicately balance to achieve (2.25). 
In some sense (2. 25) is an "eigenvalue equation" for the 
eigenvalue y and eigenvector /1*. Of course, (2.25) is 
not a linear equation. We have no theorem so far to 
tell us whether (2.25) has a discrete, or continuous set 
of solutions, or even any solution at all. For the mo­
ment, we simply assume that there is at least one solu­
tion. We shall concentrate on a particular one with a 
definite y. We define the quantity 1/ for this y: 

y=1-1//2, (2.26) 

then 

(2.27) 

We shall identify 1/ as a critical exponent later. Equa­
tion (2.20) now takes the form 

(2.28) 
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This formula will be used very often later. 

More general correlation functions can be defined. 
For example, let 

Gil 12 ••• 1m (k2, k3• •• k"" p.) 

= J ddX2ddX3 •• • ddx",exp(- ik2' X2 - ••. - ikm• X",) 

X(cfJ; (O)cfJ., (Xl)'" cfJ., (X",»p 
1 2 '" 

=L(d/ 2 l"'-d(cfJ; k cfJu ••• cfJ/ k )p, (2.29) 
11 22 mm 

where kl = - k2 - k3 -' .• - k", and none of the subsums 
of the k's is zero. It is easy to generalize (2.28) to 

G/
l 

••• ;",(k2 ••• k"" p.) 

=S(",/2)(d+2-nl-dG . (sk .•. sk R p.) 
i1 •• .tm 2 m' oS 

(2.30) 

provided that klO k2' ••• ,k", < A/s. 

F. Rsas a refined scale transformation 

The transformation R. is basically a scale transfor­
mation. It tells how coupling parameters change when 
the system is shrunk by a factor s. However, the multi­
pIe integral and the determination of a. by a fixed point 
equation make R. very different from a naive change of 
scale. The multiple integral in (2.18) is necessary to 
keep the cutoff A fixed under R., i.e., it changes A to 
A/s and then lets the scale change bring A/s back to A. 
This is an extremely important point. The coupling 
parameters are defined with respect to a definite A. To 
compare two sets of coupling parameters, we must 
make sure that they are defined with respect to the same 
cutoff. Therefore, to define a sensible scale transfor­
mation, it is necessary to keep A fixed. The multiple 
integral is an unambiguous way. Thus, Rs can be viewed 
as a refined scale transformation keeping the cutoff 
fixed. 

As was mentioned below (2.24), the quantity y can be 
interpreted as the dimension of cfJ k in units of length. 
In (2.26) we have chosen y = 1-t1) to be an interaction­
dependent quantity based on the fixed point equation 
(2.25). Thus, the concept of dimension of a random 
variable under our refined scale transformation be­
comes an interaction dependent concept. We shall re­
turn to this point later. 

G. Smoothed cutoff 

The multiple integral in (2.18) implies a sharp cutoff 
in k space. That is to say for k immediately below 
A/s, cfJ k is not integrated but it would be integrated if k 
is immediately above A/s. This sharp cutoff leads one 
to expect oscillating tails in the new coupling param­
eters of H' in the coordinate representation. This is 
analogous to the Friedel oscillation, which comes from 
the sharp Fermi surface, in the theory of Fermi gases. 
However unlike the Friedel oscillation, the oscillating 
tails here are of a purely mathematical origin and will 
lead to no physical consequence. It simply introduced 
complications in intermediate steps of calculation. It is 
deSirable to remove the sharp cutoff by making the 
transition from "integrated" to "unintegrated" smooth. 
This can be done (see Ref. 1, Sec. XI) but is too com­
plicated to be worth the effort here. In the graph rep­
resentation to be introduced later, this can be done 
easily. What we want to point out here is that the fixed 

J. Math. Phys., Vol. 15, No. 11, November 1974 

1872 

pOint p.* will depend on how the cutoff is effected. This 
will become clearer in later discussions. 

H. An important remark 

Note that in the definition of R no reference is made 
to the average values that a probability distribution 
generates. In particular, whether (cfJ I(X» vanishes or 
not is irrelevant in (2.18). The definition of R. is 
separated from the concepts of averages, above or be­
low critical point, etc. So far the concept of tempera­
ture simply has not entered. R. simply takes one point 
in the parameter space to another. 

I. Recursion formula and wavepacket variables 

As will be evident later that the transformation of 
interest is R. with large s. The usefulness of the re­
normalization group is not affected if we restrict s to 

s=2 1
, l=0,1,2,3,'" (2.31) 

so that Rs is just applying R z 1 times: 

R. = (Rz)I. (2.32) 

One then works out R 2 p. for a general p.. The result is 
the recursion formula of Wilson. 2 The renormalization 
group is then obtained by repeated applications of the 
recursion formula. 

Note that regarding R. as R z repeated 1 times is not 
just a change of terminology. It exhibits the two dis­
tinctive features of R. of large s, i. e., first the trans­
formation R z and second, the repetitions. It is the large 
number of repetitions that will be directly related to the 
singularities in critical behavior. R2 is a completely 
nonsingular object. It is the "generator" of the renor­
malization group. 

Separating the task of obtaining R2 and that of repeat­
ing R2 also allows some flexibility in computing and 
making approximations. For example, Wilson's ap­
proximate recursion formula for R2 was obtained by 
USing "wavepacket variables" as integration variables in 
the multiple integral of (2.18). We shall briefly sketch 
the basic idea, which can be generalized for other ap­
plications. The reader should consult Ref. 2 for details. 

The random variable cfJ k denotes the fluctuating am­
plitude of a plane wave configuration exp(ik· x), which 
is spread over the whole volume. We expect H to be 
simpler when it is written in terms of more "localized" 
fluctuations because the interactions are assumed to be 
Short-ranged. Thus, it should be useful to introduce the 
new variables (wavepacket variables) 

Ci>(X )=L-d/Z 6 cfJ exp(ik'x ), 
'" l/ZA(k<A k 1ft 

(2.33) 

where the points x'" form a lattice. The spacing between 
lattice points is such that the total number of variables 
((>(x",) is the same as the number of cfJk's with k in the 
shell tA < k < A. The new variable <i> (x",) represents the 
fluctuating amplitude of the wavepacket configuration 

(2.34) 

centered around x",. This is the "most localized" con-
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figuration one can construct by superimposing plane 
waves of wave vectors in the shell ~A < k < A. By 
smoothing the wavepacket and using CP(xm} as integration 
variables in (2. 18}, Wilson worked out an approximate 
formula for R21l, which is suitable for numerical work 
and also as a basis for further approximations. 

In the following sections, we shall always use R. with 
arbitrary s and will make no use of the wavepacket 
variables. The above brief discussion is to point out 
some important features of the renormalization group 
which are more explicit in the recursion formula ap­
proach. For numerical investigation, the recursion 
formula approach is a powerful tool. 

III. RENORMALIZATION GROUP NEAR THE.FIXED 
POINT AND CRITICAL EXPONENTS 

We shall now study R. operating near a fixed point Il* 
defined by R.1l * = Il * [see (2. 25)]. The characteristics 
of critical phenomena will be related to those of R. 
operating near Il * . 

So far our definition of R. has been purely formal 
since we have not indicated how the multiple integral in 
(2. 18) can be carried out, nor have we found a way to 
solve (2.25) for Il * and TJ. Explicit illustrations will be 
given after we discuss the graphic representation of the 
renormalization group. In this section, our discussion 
will still be purely formal, and far from being rigorous. 
The validity of many assumptions and conclusions will 
not be evident till later sections. 

A. The linearized equation 

If Il is near Il *, we write formally 

(3.1) 

where BIl is small in some sense. The equation Il' =R.1l 
can be written as 

(3.2) 

since R.1l * = Il *, Il';: Il * + BIl'. R~ becomes a linear 
operator when O«BIl}2) terms are dropped in calculating 
BIl' from (3.2). In principle, at least, we can construct 
a matrix to represent R~ in (3. 2); and we can determine 
the eigenvalues and eigenvectors of this matrix. Suppose 
that the eigenvalues are found to be ;\)s} and corre­
sponding eigenvectors to be e J' j = 1, 2, 3, ... ,00. We 
label the eigenvalues in the order A1 ;" A2 ;" AS •• '. Note 
that since R.R.,e j=R •• ,e J' we have 

A is}A is'} = A iss'}, 

(3.3) 

where Y j are constants and Y1 ;" Y2 ;" Ys' •• since s ;" 1. 
We write BIl as a linear combination of the eigenvectors 
e J: 

then from (3.2) 

BIl' =L] tjsYJeJ• 
J 

(3.4) 

(3.5) 

Apparently, we have made no progress since we do not 
know Y J or e 1" But Simplicity appears if it turns out that 
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only Y1 > 0, all other Y /s are negative. In this case 

(3.6) 

if s is so large that the first term dominates but t1 SY1 is 
still small enough so that the linear approximation for 
R. is valid. If t1 = 0 to start with, then R~BIl - 0 as s 
increases, 1. e., Il will be "pushed" toward the fixed 
point by R •• Wilson calls t1 a "relevant" variable and 
other t /s "irrelevant. ,,2 

We can imagine that the eigenvectors e J span the 
linear vector space which is the neighborhood of Il *. 
The subspace defined by t1 = 0 will be called the "critical 
surface." Points on the critical surface will be pushed 
to the fixed point by R., and points not on the critical 
surface will be pushed toward e1 but away from the fixed 
point as (3.6) indicates. (See Fig. 2.) 

The linear approximation for R. is expected to 
break down when Il, Il' are not very close to Il *. But we 
expect the general picture of a critical surface and the 
approach to the e1 axis of R.1l for large s to remain 
valid. 

B. Critical exponents and the correlation length 

So far no physical concept has appeared in our dis­
cussion of the renormalization group. R. simply trans­
forms one probability distribution to another in a pecu­
liar way. Now we shall examine the effect of R. on the 
probability distribution (2. 12), which describes fluctua­
tions in a physical system at a definite temperature. 
This particular probability distribution is represented 
by a certain point Il(T} in the parameter space. This 
point corresponds to a set of coupling parameters which 
depend on the temperature T. They must be smooth 
functions of T. Because we have integrated out cJ>k' with 
k' > A in the microscopic Hamiltonian [see (2. 12}], 
H(A} would depend on T also. It is important to note 
that the integrations are over cJ>k' with large k' and we 
would not expect any Singular temperature dependence 
of H(A} due to such integrals. If we vary T continuously, 
we would trace out a trajectory in the parameter space. 
This trajectory should be very smooth, and hits the 
critical surface at a special temperature T c as shown 
in Fig. 2. At a temperature T which is very close to 
Tc and assuming Il(T} is close to Il *, the distance from 
Il(T} to the critical surface, which is tu is then propor­
tional to T - T c.l1 Let us assume that Il(T} is close to 
Il* write Il(T}=Il*+BIl(T). Then (3.6) reads 

(3.7) 

FIG. 2. Qualitative picture of a critical surface and a fixed 
point /l* in the parameter space. The arrows point in direc­
tions of motion of Rs/l as s increases. The trajectory on the 
left is /l(T) for a continuous range of T, and /l(Tc) is the inter­
section of the trajectory and the critical surface. 



                                                                                                                                    

1874 Shang-keng Ma: The renormalization group 

where we have defined II by 

l/II=Yl' (3.8) 

and A is a constant. Applying (3. 7) to (2.28), we obtain, 
for large s, 

G(k, /l{T» = s2""1[G(sk, /l* + A(T - T)sl/vel + 0{SY2))J. 

(3.9) 

Consider first the case T = T c' Since s is arbitrary, we 
choose s to be proportional to l/k, say s = A/2k. We 
then get from (3.9) 

G(k, /l(Tc» = k-2+n(A/2)2-n[G(A/2, /l *) + 0«A/2k)Y2)]. 

(3.10) 

In the limit of small k, this means 

G(k, /l(Tel) rx k-2
+n, (3.11) 

which is the equation defining the critical exponent 1). 

Thus, the critical exponent 1) is related to the fixed 
point equation (2.23). The power law (3; 11) for G{k) at 
Tc is seen as a consequence of the fact that R./l(Tc) ap­
proaches /l* for large s. How small must k be in order 
that (3.11) is a good approximation? Equation (3.10) 
says that (2k/A)-Y2 must be small, much smaller than 
1/2. say, i.e., 

(3.12) 

Equation (3.12) is an estimate of the size of the critical 
region in k space, namely the region in which (3. 11) 
holds. This size therefore strongly depends on Y2' Re­
call that SY2 is the second largest eigenvalue of R. in 
the linear approximation, and Y2 is assumed to be 
negative. 

Now we consider the case T - Te > 0, k = O. We choose 
s = fi". Here we write fl for A{T - Tel. Equation (3. 9) 
gives 

(3.13) 

In the limit of small fu i. e., small T - T c' we have 

G(O, /l(T» rx (T - Tel-Y
, 

Y=II(2-1J)_ 

(3.14) 

(3.15) 

Equation (3. 14) is the definition of the critical exponent 
Y. Equation (3.15) is a"scaling law" relating the expo­
nents Y, 1), and II. Equation (3.14) holds when fiVY2 is 
much smaller than order unity, say t, as (3.13) in­
dicates. This means 

(3. 16) 

Similar to (3. 12), (3.16) estimates the size of critical 
region in T - Te' Equations (3.12) and (3. 16) are over­
simplified to exhibit the role of Y2' Many other param­
eters will in general enter in determining the size of 
the critical region. In other words, instead of 21 I Y2, we 
should have a complicated model dependent constant 
raised to the power 1/Y2' The relevant question to 
answer for determining the size of the critical region is 
how large s must be so that R.J.L(T) is well approximated 
by /l * + tl Sl Ivel • Intuitively, we expect that the farther 
away IJ. (T) is from J.L *, the larger an s is required, and 
hence the smaller the critical region becomes. This 
expectation is misleading sometimes, however. We 
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(3.17) 

which we shall call "correlation length." Then (3.7) 
reads 

(3.18) 

The effect of R. is thus to decrease the correlation 
length by a factor s. If we ignore the 0(SY2) term, we 
would then arrive at the scaling hypothesis discussed in 
the Introduction. Thus the scaling hypotheSiS is valid if 
R., in its linear approximation near J.L *, is dominated 
by one eigerivalue for large s. 

What about the case T - Te < O? In this case, fl < 0, 
we can Simply set s = (- tl )-v and replace (3. 13) by 

G(O, /l{T»= (- fl )-Y[G(O, /l* - el ) + 0«- tl )-VY2)]. (3.19) 

This is a correct statement but it turns out, for this 
case, to contain no information because G(O, /l) = co for 
fl < 0 as we shall discuss in Sec. VII. For other cases 
(see Sec. vm on the free energy, for example), this 
kind of result may be useful. 

The assumption that /l must be near IJ. * can in fact 
be relaxed. The critical surface can be taken as a 
curved surface extending away from IJ. *. Any /l on this 
surface has the property that 

(3.20) 

For s large enough, R./l will get into the neighborhood 
of IJ. *, and the linear approximation will then apply. It 
is clear that if /l is not close to /l * but is very close to 
the critical surface, then there is some range of s for 
which R./l is not far away from IJ. *. There is no need 
to find all the eigenvalues and eigenvalues of R~. All we 
need to know is 1/11 and Y2' which should be regarded as 
specifying the leading s dependence of R.IJ. for large s. 

Therefore, the qualitative conclusion obtained in this 
section should hold for /leT) close to the critical sur­
face, i. e., for T - Te very small, but not necessarily 
close to the fixed point. 

What we have described in this section is clearly a 
plausible conjecture not supported by any proof. In fact 
it is just one possible outcome. It is the simplest set of 
predictions that we expect from a renormalization group 
analysis. Many other possibilities exist. It may turn 
out that, besides fixing Tat T e , one has to fix some­
thing else to get on a critical surface. It might happen 
that there are more than one fixed point, or there are 
important complex eigenvalues for R. in the linear ap­
proximation. Different possibilities in the behavior of 
R. are expected to be consequences of different sym­
metry restrictions and other features of the parameter 
space. It is extremely desirable to have more rigorous 
work done to classify various possibilities. The diffi­
culty is mathematical complication, not in prinCiple. In 
principle, the renormalization group is well defined, 
and can always be carried out approximately by numeri­
cal means. 
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IV_ REPRESENTATION BY GRAPHS 

To demonstrate some basic features of the renormal­
ization group defined above, the graph expansion is a 
very useful formal device _ In particular, the multiple 
integral in (2.18) can be formally performed at the ex­
pense of introducing an infinite number of graphs. In the 
limiting cases where E = 4 - d is small, or n is large, 
the graph expansion becomes useful for calculation as 
well. 

A. Introducing graphs 

The integrations over a virtually infinite number of 
random variables ef>k are very difficult except when most 
of these random variables are statistically independent, 
i. e., when P is a product of distributions each involving 
only one or two random variables. The graph expansion 
starts with separating H into two pieces 

(4.1) 

where 

Ho=! ~ lef>klI 2Gi/(k) 
k,l 

(4.2) 

is the m = 1 term in (2.12). We shall use the symbol 
G;} for u2• The rest of H are included in Hr- if HI is 
ignored, P a: exp( - Ho) is a product of independent 
Gaussians since Ho is a sum of quadratic terms. Aver­
ages are easily computed. For example, 

(ef>lk)O = 0, 

(ef> lkef> j-k)O= I def>iI.,def>'_k {exp[ - 1 ef> lk 12 /2Go(k)]} 1 ef> 'k 12 

x{I def>'k,def>'_kexp[-Ief>lkI2/2Go(k)]}-1 (4.3) 

= Go(k), 

where def>,kdef>l_k means integrating over the complex ef>l" 
plane. Note that ef>i,,=ef>j-k [see (2.6)], so that ef>lk and 
ef> l-k are not independent complex variables. They are 
combinations of two real, independent random variables 
Reef> lk and Imef> lk' We shall always denote such Gaussian 
averages by the subscript O. 

Now we write 

exp(-H> =exp(- Ho)exp(- HI)' (4.4) 

and any average (A) over the full distribution becomes 

(A) = (exp( - HI)A)o/(exp( - HI»o 

(4.5) 

Let us assume that A, as well as HI' are sums of pro­
ducts of the ef> ... 's. Since the Gaussian average of a pro­
duct of ef> .... s is a product of pairwise averages [each ef>lk 
has to pair up with ef> ,_" to give (ef> l"ef> j-k)o = Go(k)], the 
numerator and the denominator of (4.5) are complicated 
sums of products of Go(k)'s. To introduce graphic rep­
resentations, it is more convenient to use the random 
variables ef>(x) [see (2.14)], instead of ef> ,,'s, because the 
coordinate space is easier to visualize. The Gaussian 
average of a product of ef>(x)'s (with different x's in 
general) is a sum of products of pairwise averages 
since ef>(x) is a linear combination of ef> ... 's. Each pair 
gives, writing (21Ttd f ddk for L-dL,k<M 
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(ef> ,(x)ef> ,(x'»o = (21Ttd I ddkGo(k) exp[ik· (x - x,) ]15" 

=Go(x-x')lilj' (4.6) 

which can be represented by drawing a line between x 
and x'. Various averages can then be 'represented by 
graphs. As an illustration, suppose that 

(A) = (ef> i(y)ef> 1(0» = G(y), 

HI =(u4 /2) I ddX[ef>2(X»)2, 

where 
n 

ef>2(X) =! ~ ef>~(x). 
1=1 

(4.7) 

(4.8) 

Then (4.5) is a power series in u4 • To zeroth order in 
U4 , we simply have G(y)=Go(Y). To first order, we have 
an additional term 

- u4(! n + 1) I ddx'Go(y -X')Go(x - x')Go(x') (4.9) 

as represented by Fig. 3(a). We use a dashed line for 
u4 only to separate the two ef>2(X) factors in (4.7). The 
second-order terms are given in Fig. 3(b). Those 
readers who are not familiar with graphs should write 
out the second-order, terms expliCitly. Note that dis­
connected graphs appear both in the numerator and in 
the denominator of (4.5). The net result is that only 
connected graphs contribute to (A). Note also that if A 
is of the form A 1A 2 • • • A m then there will be disconnect­
ed graphs of the form (A1A 2 ••• A I ) (A

I
+1 ••• Am) provided 

that neither of the two averages vanishes. The coordi­
nate representation is useful only for visualization. In 
practice, the wavevector representation is more con­
venient. Any random variable A to be averaged over 
is regarded as a product of ef>" 's. So are powers of HI 
as given by (2.12). Every line in a graph will be labeled 
by a wavevector. The sum over wavevectors is now a 
well defined integral in k space. In each graph, those 
lines whose wavevectors are integrated over will be 
called internal lines. Those lines with wavevectors 
fixed by the ef> .... s in A will be called external lines. 

(01 o 
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FIG. 3; Examples of graphs for G: (a) O(U4) terms [see (4.10)]; 
(b) O(u~) terms. 
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Of great importance is the "linked cluster theorem, " 
which says that 

(4.10) 

where the subscript c denotes the sum of connected 
graphs only. The disconnected graphs are generated 
by exponentiation. The proof is left as an exercise in 
counting graphs. 

A frequently occurring phrase is the "self-energy " 
:E defined by 

(4.11) 

The self-energy graphs are simply those graphs of G(k) 
with Go lines of wavevector identical to k dropped. 

What we have just gone through is the same as the 
Wick's theorem and Feynman graph expansion in field 
theory, if the time variable there is taken as imaginary 
and counted as a space dimension. 

B. The multiple integral 

The multiple integral in (2.18) is the first step in 
defining Rs. Let us denote those random variables to be 
integrated over by if> and those not to be integrated by 
cf>. To save writing, we shall introduce the notation 

(4.12) 

We shall also write (2.12) as a sum: 

H =H(cf» +H (cf> , CP), (4.13) 

for the H in (2. 18). Here H(cf» is the part depending 
only on cf>, andH(cf>, (5) depending on both cf> and cpo More 
explicitly, H(cf» is given by (2.12) with all wave vectors 
restricted to less than A/s, andH(cf>, ¢) is the rest. The 
graphic representation of J 6¢ exp(-H) can be introduced 
as we did previously. Similar to (4.1) and (4.2), we 
write 

(4.14) 

(4.15) 

We then define the Gaussian average by dropping HI as 
before: 

(4.16) 

The additional "bar" in the subscript of ( ... )0 denot~ 
that the average is taken over the random variables cf>. 
Then the multiple integral in (2.18) can be written as 

J 6CP exp[ - H(cf» - H(cf>, CP)] 

= exp[ - H(cf» ](exp[ - HI(cf> , CP) ])0 

(4.17) 

The last factor is a constant independent of cf>. The 
average in the middle of (4.17) can be expanded and 
represented by graphs: 

=exp«exp[-H/cf>,CP)]-l»iic, (4.18) 

where the last line follows from the linked cluster 
theorem (4.11). Remember that cP denotes the random 
variables cf>k" with A/s < k' < A. Thus, the internal lines 
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in the graphs now have wave vectors ranging between 
A/s and A in magnitude, i. e., wave vectors in a "shell" 
in k space. Now we substitute (4.18) and (4.17) in 
(2.18), we obtain H' apart from an additive constant 

H' = [H(cf» - «exp[ - HI(cf> , CP)] -1»iic]~k~ "'s~sk. (4.19) 

This is then the graphic representation of (2.18). 

c. The change of scale; Rs defined graphically 

The new parameters fJ.' = (Grl , u~, u~, ... ) are now 
available in (4.19). For clarity, we shall extract fJ.' in 
two steps. First, let us write what is in the square 
bracket of (4.19) as 

H(cf» - (exp[ - H(cf>, CP)] -1)iic 

'" 
=~ 1cf>lkI2(Giil+:Es)+~L-(m-l)d ~ ~ 

I,k ",=2 kl·"k2m-1Il.'.12m 

x"., ••• cf> U 
'+' i,k1 i2mk2m 2m' (4.20) 

i. e., we made an expansion in powers of unintegrated 
random variables. The wavevectors in (4.20) all have 
magnitude less than A/s. In terms of graphs, :Es is the 
self-energy, i. e., sum of all graphs (connected, of 
course) with two external lines, and u2m is the sum of 
all graphs of 2m external lines. All internal lines of 
these graphs have wave vectors in the shell A/s < k' < A, 
while all external lines have Wave vectors restricted to 
k<A/s. 

The second step is to replace cf> k by cf> skO! s and write 
sL' for L, Sl-1/2~ for Q s [see (2.27)] in (4.20). We obtain 

'" 
H= ~ Icf> 12G'-1+ ~L'-(m-l)d ~ ~ 

i, k Ik Q m=2 kl ... k2m-l 11'" '2m 

(4.21) 

(4.22) 

(4.23) 

The quantity u2m given by (4.20) of course depends on 
kl ... k2m-l" In (4.23), it is understood that they are re­
placed by 1?l/S ... k2m_l /S, like the kin (4.22). Now in 
(4.21) the wave vectors range from 0 to A in magnitude, 
but, as mentioned before, the density of points in k 
space is decreased from Ld(21T)-d to L'-d(21Ttd• We now 
have a system of a smaller volume. 

From fJ. = (Giil , U4 , u6 ,· •• ), which defines H via (2.12), 
we have arrived at (4.23) giving fJ.' by carrying out 
(2.18). We have thus established fJ.' =RsfJ. in terms of 
graphs. 

D. The exponent 11 and self-energy 

In Sec. II C we define 11 with respect to a fixed point 
fJ. *. We shall now observe a simple relationship between 
11 and the derivative of the self-energy at the fixed point. 
Since RsfJ.*=fJ.*, it follows from (4.22) that 

(4.24) 

We expand Gt-l(k) in powers of k: 

(4.25) 
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We can always choose the unit of k such that rl* = 1. Let 
us expand ~:(k) also, 

~:(k) = ~:(o) + eJ~rto k2 +. . . (4.26) 

and define 

Z:-l=l+eJ~nl<=o' (4.27) 

Then (4. 24) reads 

t~ + k2 + ... = (t~ + ~:(o) + k2s-2Z:- l + ... )S2-". (4.28) 

Thus, 

t~=(t~+~:(0})S2-", (4.29) 

Z:=s-". (4. 30} 

Therefore, '/1=0 only if Z: = 1, i. e., if ~:(k2) is inde­
pendent of k. 

E. The case where (I/J (x) ) =1= 0 

In this section we have assumed that (I/J(x» = 0. If 
there is an external field or in the case Il gets below 
the critical surface (tl < 0), this would no longer be true, 
and the graphs will have some additional features which 
can be easily included. 

V. THE FIXED POINT IN THE LARGE n LIMIT 

So far our discussion has been abstract. Important 
conclusions in Sec. III are qualitative and not yet sub­
stantiated. In fact, no explicit example of R. has been 
given. In the following sections, we shall illustrate all 
of what we have said about the renormalization group by 
explicit calculation for the case of large n. Our analysis 
will be exact in the large-n limit, i. e., terms neglected 
are of O(l/n) compared to terms kept. Of course, our 
results will not constitute any general proof but will 
only serve as an example illustrating the ideas and 
qualitative conclusions explained before. 

Our presentation might look somewhat unnatural to 
some reader, but it is designed to minimize mathemati­
cal complexity at the beginning. This section is devoted 
to the fixed point only. Everything else comes later. 

We shall assume in this section and the next that 
M= (CP(x» = ° to avoid complication in discussion. As 
far as conclusions about the renormalization group is 
concerned, whether M = ° or not is irrelevant as we 
mentioned earlier. Our results on R. in this section and 
the next will be valid both above and below the critical 
surface. 

A. Generalization of the fixed point 

Instead of solving the equation R.1l * = Il * for the fixed 
point Il *, we shall show first that Il * is easily generated 
by the limit 

(5.1) 

provided that III is on the critical surface. The reason 
that we use (5.1) to find Il * is that a simple III can be 
found easily and the procedure itself serves to illu­
strate the simplifying features of the large n limit. 
Consider the probability distribution Pa:. exp(- H), 
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(5.2) 

where 

G~/=to + k2 (5.3) 

and t, u4 are assumed to be constants. The point III in 
the parameter space defined by (2.12) is then 

Il l =(Giil ,u4 ,0,0, 0,' .. ). (5.4) 

Note that we have changed the definition of u4 in (2. 12) 
slightly in including and 1/8 in (5.2). In terms of CP(x) 
defined by (2.14), the second term in (5.2) is simply 

(u4 /2) J ddX[cp2(X»)2, (5.5) 

where 

cp2(X}=r~cp~(x). (5.6) 
i 

The reason for the factor ~ in (5. 6) is that in graphs a 
line can start from either factor of CP~(x) thus requiring 
the multiplication by 2, and the factor ~ then removes 
this 2. In the large n limit, graphs with the maximum 
number of closed loops dominate because every loop in­
volves a summation over i and therefore a factor n. 
Figure 4 shows several graphs for the self -energy of 
order u~. Graphs (a) and (b) are proportional to u!n3 

while (c), (d), (e) are proportional to u~n2, u!n, and u!, 
respectively. Clearly, the dominating self -energy 
graphs of order u~ are proportional to u~nl and are ob­
tained from lower order ones by adding a loop whenever 
a dashed line is added. Graphs so generated are called 
"tree graphs." A tree graph can be separated into two 
disconnected pieces by removing one dashed line. We 
can choose units such that u4 =0(1/n). This way, the 
tree graphs for the self energy are of 0(1). Other 
graphs are of O(l/n} or smaller. 

The most important simplifying feature of the tree 
graphs is that the self energy graphs are independent of 
the external wavevector. As a result, we have 
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FIG. 4. Some self-energy graphs. 

(5.7) 
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in the large n limit, according to (4.30) and (4.27). The 
tree graphs for the self-energy ~ are summed easily 
by solving the following equations: 

G-1(k, JJ. 1) '" G-1(k) 

N=(2lT)-d J ddp G(p) 

= (n/2)Kd f dp ptl-l(to + ~ + p2)"1, 

where 

Kd'" 2i-dlT-d/2 /I'(d/2) , 

(5.8) 

(5.9) 

(5.10) 

(5.11) 

and we have set the cutoff A = 1 to simplify writing. 

Let G'(k) denote G(k, JJ.{) = G(k, R&JJ.1). Since 17 = 0, we 
have 

G,-l(k) = to + ~'(N') + k2 

= s2G-1(k/s), 

according to (2.28), and we defined 

N' '" (n/2)Kd 101 
dp pd-1G'( p) 

= (n/2)Kd fa1 dp pd-lS-2G(p/s) 

= (n/2)Kdsd-2 t 1& dp p11-1G( pl. 

(5. 12) 

(5.13) 

It is important to note that ~'(N') is not u4N'. It has the 
more complicated form12 

~ '(N') = t u' N,m 2(m+1) , (5.14) 
"",1 

where u~(m+1) will be determined in terms of u4 later. 

If JJ.1 is on the critical surface, we have G-1(0) = 0, 
i. e., G(p) = p-2, and 

N=Nc=(n/2)Kdf dppd-lp-2 

= (n/2)Kd/(d - 2), (5.15) 

to + ~ = to +u4Nc=0. 

This gives the condition for JJ.1 to be on the critical sur­
face. The simplicity of (5.15) is peculiar to the large n 
limit, where N =Nc for all JJ. on the critical surface. It 
will be clear later that to + ~ = 0 implies (3.20). To 
determine to, we obtain from (4.22) 

(5.16) 

(5.17) 

Equation (5.17) is the same as (5.10) except that Pis 
restricted to 1/ s < P < 1 in (5.17). Its solution gives the 
sum of tree graphs for the self -energy with internal 
line wavevectors so restricted. As s - 00, GQ"l - Gt-1 

= tt + k2
• Equation (5. 17) is not convenient for taking 

the s - 00 limit. Let us subtract l/p2 in the last in­
tegrand of (5.17) and add 

(n/2)Kd tl& dp pd-lp-2 = (n/2)Ki1 - S2-d) /(d - 2) (5. 18) 

to balance the subtraction. We then obtain 
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Sd-4(N& -~ s2=-1+(d-2) f$ dPPd-1(_l _ _ .!.\ 
Nc 1 1 to+p2 p2} 

(5.19) 

after dividing (5.17) by S2-dNc• Nc is given by (5.15). 
From (5.15) and (5.16), we obtain 

to = (to + u4N&)S2 

(5.20) 

In the large s limit, to - tt. Therefore, the left-hand 
Side of (5.19) must approach zero as 

(5.21) 

as s - 00. Now the limit s - 00 for (5.19) is clear. We 
write 

1 + (d - 2)(tt /2)4>( - tt, 1,2 - d/2) = O. (5.22) 

We have expressed the p integral in (5.19) in terms of 
the transcendental function 4> 13: 

f '" dppd-1 (_1 - _.!.) = _ !l.1'" d exp[- (1- d/2)x] 
t*+p2 p2 2 x e<+t* , 

1 0 0 0 

=- f 4>(-tt,1,2-~). 
(5.23) 

A useful series representation is13 

00 z" 
4>(z, 1, v) = L; -+ . 

"=0 n v 
(5.24) 

Equation (5.22) determines tt. For d = 3, it reduces to 

1 = (- tt)1/2 tanh ( _ m1/2, (5.25) 

which implies tt = - O. 69. For large but finite s, (5.19) 
tells us how to approaches tt: 

to - it = sd-4tt(tr/(d - 2)-1 + (4 - d)-1) 

x (h 00 dp pd-1(tt + p2)-1)-1 + O(sd-6). (5.26) 

Note that we start from JJ.1 to obtain (5.26). If we start 
from some other point on the critical surface, the Sd-4 
dependence will remain but the coefficient will be differ­
ent as will be seen later. 

We proceed to find the remaining of JJ.l = R&JJ.l> i. e. , 
U~(m+1)' m = 1, 2, 3, ... , and then take the limit s _00 to 
obtain ut(m+1). 

Figure 5(a) shows some graphs for u~ to order u!. 
The first two are proportional to u!n2 and are the domi­
nating ones. Figure 4(b) shows some graphs for u~ to 
order u~. The dominating ones are proportional to u~n3. 
Generalization is clear: To order u~, the dominating 
graphs for U~(""l) are proportional to u!n ,-m • Since 
u4 = O(1/n), we have, 

U~(m+1) = O(n-"'). (5.27) 

The dominating graphs are again tree graphs. They are 
just those for ~& with m pairs of external lines re­
placing m loops at ends of m branches. Equation (5.27) 
also implies that 

(5.28) 

Now the task is to sum tree graphs for U~(m+1). Unlike 
the graphs for ~&, those for U~(m+1) depend on wave vec-



                                                                                                                                    

1879 Shang-keng Ma: The renormalization group 
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o /1' 

I--Q---I ~-O-O--O-l 
o 

(b) 

FIG. 5. (a) Some graphs for u( of O(ui); (b) some graphs for 
Us of O(ui). 

tors of external lines, more precisely, on the wave 
vectors of pairs. This wave vector dependence is weak 
and is unimportant unless the wave vector of some pair 
gets close to the cutoff. In computing the self-energy 
"L,'(N'), each pair is closed to form a loop so that only 
the value of u;( 111+1) evaluated at zero wave vector is 
relevant. We shall ignore the wave vector dependence 
and regard u~(m+1) as a constant. This means we regard 
u~(m+1) as a local coupling, corresponding to a term 

(5.29) 

in H'. The numerical factor (m + 1)-1 is designed to 
make "L,'(N') look simple [see (5.14)]. 

To determine U~( .. +l)' we shall compute "L,'(N') and 
identify the coefficient of N'''', instead of counting graphs 
directly. Let us write the self -energy (5. 9) as 

(5.30) 

where we define No, Nb by breaking up the integral in 
(5. 10): 

No =(n/2)K
d

J,1 dppd-1G(p), 
1h 

Nb = (n/2)K
d 

1011. dp pNG( p) = s2-dN'. 

(5.31) 

(5.32) 

The last equality in (5.32) follows from (5.13). Since 
G( p) = (to + u4(Na + Nb ) + p2)-1, Na clearly depends on N

b
• 

So, let us write (5.31) as 

Na = Na(Nb) 

- '!!:. K f 1 d pd-1 1 
- 2 d P t + u (N (N ) + N ) + p2 

1/_ 0 4 a b b 

(5.33) 

Note that 

Na(O)=N. (5.34) 

since we get (5.17) by setting Nb = 0 in (5.33). From 
(5.14) and (5.12), we obtain 
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G,-l(O) - t' + "L, '(N') = t' + ~ u' N'''' - 0 0 .... 1 2 (m+1) 

= s2G- l (0) = S2(to + u4 (Na + N b» 

= S2(tO + u4(Na(N'S2-d) + N,s2-d), 
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(5.35) 

where we have written N'S2-d for Nb according to (5.32). 
We now expand the last line of (5.35) in powers of N', 
and identify the coefficient of N,m as U~("'+l): 

, -~ 2+"'(2-d)~d'" "'J u2 (m+1) - ISdN'!' L.J • 

m. b Nb=o 
(5.36) 

Here "L, means u4(Na(Nb) + Nb) with Na(Nb) defined by 
(5.33). It is easy to visualize (5.36) in terms of graphs. 
Differentiation with respect to Nb means converting a 
close loop representing Nb to a pair of external lines. 
The self energy has one pair of external lines. In (5.36), 
we open up m loops to get a total of 2(m + 1) external 
lines. The factor S2+ m(2-d) is in accordance with (4.23). 
A neater formula can be obtained as follows. From 
(5.33) we obtain 

N'S2-d =Nb =N -Na 

_ '!!:.K f1 d d-1 1 
=N 2 d pp t+"L,+p2' 

1/. 0 
(5.37) 

which is equivalent to the statement 

"A=N' =1+s2(N("A) _1)sd-4 
Nc Nc 

- (d - 2) ~. dp pd-l (t'(A)\ p2 - ;2) , (5.38) 

where t' is S2(tO + u4N). This equation is taken as defin­
ing N and t' as functions of "A. We shall always under­
stand the symbol t' as f'(A). Equation (5.36) now takes 
the form 

(5.39) 

The subscript 0 means setting "A = O. In particular, t6 
= t'(O). By setting '11.=0 in (5.38), we obtain (5.19). This 
is expected since setting N' = 0 means Nb = 0 and hence 
N =Na =N. [see (5.34)]. Equation (5.38) provides a 
mathematical device for summing the tree graphs for 
U;(m+l)' It is important that Nand t' in (5.38) must be 
taken as functions of "A, not as fixed quantities deter­
mined by (5.9). To sum up, we have carried out R. on 
III and obtained Ill' Equations (5.38) and (5.39) give 
u~(m+1)' By setting "A=O in (5.38), t6 is determined. 

Now U~(m+l) is readily obtained by taking the limit 
S _00 of (5.38). The term s2(N("A)/Ne _1)sd-4 vanishes in 
this limit since u4 = - to/Ne' t' = S2(to + u4N("A» so that 

s2(N(A) /Ne - 1)sd-4 = - (t' /to)Sd-4. (5.40) 

Therefore the limit S - 00 of (5.38) is 

"A = 1 + (d - 2)t* h ~ dp pd-3(t* + p2)-1 

= 1 + (d/2 -l)t*<I>(- t*, 1,2 - d/2) , (5.41) 

where t* means t*("A). The fixed point Il* is then given 
by 

tt = t*(O) + O(n- l ), (5.42) 
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* N-m 1 (d"'t*) + O( -m-l) 
U 2 (m+l) == c m! dAm 0 n • (5.43) 

For finite but very large s, (5.38) tells us how fast 
RsJl1 approaches Jl*. We obtain from (5.38) 

(t' - t*)(d - 2) h ~ dp pH (t* + p2)-2 

== t*(t;/ + (d - 2)/(4 - d»sd-4 + O(Sd-S). (5.44) 

We thus observe the sd-4 behavior as we did before. 

B. Some simple features of Jl * 
Let us examine the exact results (5.41)-(5.43) more 

closely. The probability distribution represented by Jl * 
is p* ex: exp(-H*) with 

H* == f ddX ~Vcp)2 + t*cp2(X) + t u* [cp2(X)] .... 1) 
~ 0 _1 2 (,,..1) m+1 

in the coordinate representation. We repeat some 
definitions here: 

cp I(X) = L -d /2 6 cp Ik exp(ik· x), 
k<l 

~ 

cp2(X)=!6 [CPI(X)]2, 
1=1 

n 

(vcp)2=!6 [VCPI(X»)2. 
1=1 

(5.45) 

(5.46) 

The gradient term and t~ term of course comes from 
ct-1 == t~ + ~ and the form of the other terms has been 
discussed before [see between (5.28) and (5.29)]. In 
view of (5.42) and (5.43), we can write (5.45) in the 
simple form by summing over m: 

H* == J ddX[(Vcp)2 + U*(cp2(X»], 

where the function U* is defined as 

U* (cp 2) ==Nc 10 1/)2/Nc dAt*(A). 

(5.47) 

(5.48) 

In other words, instead of specifying IJ.* by an infinite 
set of parameters, we can represent it here by a real 
function U*. Some qualitative features of t*(A) and 
U*(cp2) can be obtained easily. It is clear from (5.41) 
that A ranges from - 00 to 00 as t* ranges from - 1 to 
00. The integral is well defined for t* > -1. Also, we 
have 

t*(1) == ° (5.49) 

and for A- 00, we have 

A == 1 + r(d/2)r(2 - (d/2»t* (d /2)-1 + O(t*(d/2)-2), (5.50) 

which means 

( A ) 2/ (d-2) 
t*== r(d/2)r(2-d/2) [1+0(A-

2
/(d-2»] (5.51) 

for large A. According to (5.48), we obtain 

U*(cp2) ==Nc(d - 2)/(dr(d/2)r(2 - d/2» 

x (cp2 /Nc)d/(N)[l + O«cp2 /Nc)-2/ (11-2»], (5.52) 

for large cp2/Nc' With the information (5.49), (5.51), 
(5.52), and t*(_oo)=-l, the general shape of the curve 
t* vs A and that of U*(cp2) VS cp2 can be sketchedo (See 
Figs. 1 and 6.) For the case d== 3, (5.41) is expressi­
ble in terms of elementary functions. We have 
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A == 1- (a/2)ln[(1 + a)/(l - a)], for -1 < t* < 0, 

== 1 + atan-1a, for t* > 0, (5053) 

a= (I t* 1 )1/2. 

Thus, for d==3, 

U*(cp2) a: cps, (5.54) 

for large cp2 /N c' 

The curves for U*(cp2) vs cp2 are flatter as d- 4 and 
steeper as d - 2. They all have the general shape of 
that obtained by Wilson2 through numerical work for 
d== 3. In particular a cps behavior was observed in Ref. 
2 also for large cp2. 

C. Limit of small € 

Since our results are valid for arbitrary d between 2 
and 4, we can easily extract the small e = 4 - d limit. It 
is convenient to use the series representation (5.24) for 
q, in (5. 41): 

A == 1 + (1 - ~)t* t (- t*r • 
2 n=on+e/2 

(5.55) 

The n == ° term in the series dominates, when e is small. 
If we keep only this term, we get 

t* == (e/2)(A -1) + O(e2
), 

which means 

4 

3 

2 
t* 

0 

-I 

tt == - (e/2) + O(e2
), 

ut ==N~le/2 + O(e2
) 

== 161T2e/n + O{e2), 

o 

(5.56) 

(5.57) 

(5.58) 

FIG. 6. Plot of t* vs A for d= 2. 2, 3, and 3.8. See (5.41). 
Note that U* is obtained from t* by integration. See (5.48). 
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FIG. 7. Graph representation of u,. Us. us.··· . See (6.1)-(6.4). 

where Nc is evaluated at d=4 via (5.15). These are the 
large n limits of well known results. 3 The important 
point is that ut(m+l) with m > 2 do not appear to this 
order. It is easy to obtain from (5.55) that 

ut(m+l) =te (_161T2e/n)m/(m -1) + O(e"'+l), 

for m> 1. 

VI. AWAY FROM THE FIXED POINT 

(5.59) 

In the previous section we determined R&lll for a 
special III [see (5.2)-(5.4)]. The reason for picking III 
instead of an arbitrary Il is that III has a very simple 
structure so that we could avoid mathematical compli­
cations which would have covered up the basic features 
of interest. However, these complications will no long­
er be any problem once we have become familiar with 
the basic features illustrated in the previous section. 
We shall now generalize the previous results and deter­
mine Il' =R&1l in the large n limit for any Il of the form 

(6.1) 

Note that we write simply to instead of Gr/ = to + k2 in 
(6.1) since the k2 term never changes under R& for our 
cases. All entries in (6.1) are taken as constants. Thus, 
Il specifies a probability distribution P <X exp( - H) with 

.. 
U(</>2) = to</>2 + L) U 2(m+l)(</>2)m+l /(m + 1). 

111=1 

It is understood that to=O(l), U2(m+l)=O(n-m). After 

(6.2) 

(6.3) 

Il ,= R&1l is determined, various consequences will be 
discussed. 

A. The transformation #J.' = Rs #J. 

The graphs representing u4 , us, us' •• are shown in 
Fig. 7. This multitude of coupling parameters is the 
major complication, which we avoided in the previous 
section by dropping all but u4 • However, the -approach 
we took in the previous section was so designed that its 
generalization to include the new coupling parameters is 
straightforward. In fact, we can simply copy the formu­
las there and replace ~ =u4N there by the more com­
plicated self -energy 

.. 
~(N)= L)U2(m+l)~' 

111=1 
(6.4) 

The tree graphs here are taken to be those that fall into 
two disconnected pieces when a dashed line is cut. The 
tree graphs for the self-energy is summed by solving 
the equations 

N = (n/2)K
d 
t dp pd-1G(p), 

G(p) = G(p, Il) = [to + ~(N) + p2]"\ 
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together with (6.4), in the same way as solving (5.8)­
(5.10). Let G/(k) denote G(k, 1l')=G(k,R&Il) and let N' 
and ~/(N/) be defined by (5.13) and (5.14). We now 
write 

(6.7) 

with Na, Nb defined by (5.31) and (5.32) with G(p) given 
by (6.6). The equality Nb =N' S2-d still holds. The gen­
eralization of (5.33) is now 

Na(Nb) = (n/2)Kd t dp pd-l[to + ~(Na(Nb) + Nb) + p2]-1. 
lIs 

(6.8) 

Since s2G-l (0) =G,-l(O), we have, similar to (5.35), 
.. 

t' + ~/(N/) = t' + L) U N,m o 0 "",1 2 (m+l) 

= S2[tO + ~(Na(N's2-d) + N' S2-d)]. 

Provided that we use the new ~(N), the equations 
(5.36)-(5.39) remain unchanged and Il' is thereby 
determined. 

(6.9) 

We summarize the four steps of obtaining 1l'=R&Il: 

(a) Given Il = (to, u4 , us, •.• ) we construct 
.. 

~(N) = L) U2(m+l)~ 
"",1 

as a function of N. 

(b) Define t' as 

t' = S2(to + ~(N». 

(6.10) 

(6.11) 

(c) Solve for N and hence t' via (6.11) as functions of 
A, t'(A) and N(A) from the equation 

A = 1 + s2(N(A)/Nc -l)sd-4 + (d - 2)t' h& dp pd-3(t1 + p2)-1. 

(6.12) 

(d) Obtain R&1l = Il I = (t~, u~, u~, •.. ) from 

t6= t'(O), 

I N-m 1 (O:-t l
) 

u 2 (m+l)= c m! ,dAm o· 

(6.13) 

(6.14) 

These four steps define Il' =Rsll regardless of whether 
Il, Il' are above, on, or below the critical surface. 

We can express R&1l = Il' as the transformation from 
U(</>2) to U'(</>2). U is related to Il via (6.3). Write 

t= t(A) = to + ~(ANC>; (6.15) 

then 

and 

U(</>2) =Nc fo¢l21Nc t(A)dA, 

2 

UI(</>2)=Nc fo¢l INc t'(A) dA, 

(6.16) 

(6.17) 

with t' obtained from (6.12). Of course, 1l'=R&1l can 
also be viewed as the transformation from t to t'. 

B. The critical surface and the fixed point 

We assert that the critical surface is given by the 
condition G-l(O, Il) = 0, i. e., 
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= to + t;U2<_1)N'; 

=0. (6.18) 

This equation is a linear equation in (to, U4 , U6 , ••• ) and 
defined a hyperplane in the parameter space. We need 
to prove that (6.18) implies (3.20), that is, if t1 =0 
then R.J..L approaches J..L * as 8 - 00. Let us define 

t==t(X)==s2(N(X)/Nc-1) (6.19) 

which appears in the second term of (6.12), Following 
the notation (6.15), we write (6.11) as 

t' = 82[to + ~(Nc(l + t/82»] 

= 82t(1 + t/82). (6.20) 

If J..L satisfies (6.18), then (6.20) implies that for large 8 

(6.21) 

where the subscript 1 means X = 1. Thus, for 8 - 00, t 
is proportional to t', the second term of (6.12) thus 
vanishes as 8 - 00 and the equation (5.41) for the fixed 
point is obtained. Thus, our assertion has been proved. 

c. Behavior of Rs J..L for finite but large s 

In view of our discussion in Sec. III, what is relevant 
to the theory of critical phenomena is the behavior of 
R.1l for large 8 when Il is on the critical surface or very 
close to the critical-surface. . 

Let us begin by writing (6. 12) as 

X = 1 + (d - 2)t' (' dp pa-3(t'+ p2t1 

+ 8a-4[t - (d -2)t' h'" dPpN(t' /S2 +p2)"1], (6.22) 

where t is related to t' via (6. 20). Clearly, if t' = t*, 
(6.22) is satisfied without the last square bracket 
8 d- 4 [ ••• ] in view of (5.41). This square bracket vanish­
es, too, if t' = t*. This statement is just saying that 
R.Il* = Il* for all 8 ~ 1, and is easy to see as follows. 
Since (5.41) is true for any X, we can set X=l+ t*/82, 
where t* is obtained from (6.20) by setting t' = t*, 
t(l + t/82) = t*(l + t* /82). We then obtain 

1 + t* /S2 = 1 + (d - 2)(t* /S2) h'" dp pa-3(t* /8'2 + p2)-1, 

(6.23) 

where we have written t* /82 for t* (1 + t* /82). Clearly, 
(6.23) says that the square bracket of (6.22) must 
vanish if t'=t*. In view of (5.41) and (6.23) we can 
write (6.22) as 

- (d - 2) ~ '" (i' !p2 - t*! p2) pNdp 

= - 8d
-

4 [t - t* - 82(d - 2) f'" dp pH -tl-'/8"';:;;-+-p'"""2 

- t*/)+p2)} 
(6.24) 

Let us consider first the case where Il is on the critical 
surface, i. e., t1 ~ 0 [see (6.18)]. We then have, from 
(6.20), 

(6.25) 
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Thus, 
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(6.26) 

(t - t*) (-d:) 1 = t' - t* -1; ~(t ~t*»)l + 0(;2) • (6.27) 

Substituting (6.27) in (6.24), we obtain, for large 8 

(I' - t*)[ h'" dp pa-1(t* + p2)"2 + 0(8d-4)] 

=8a-4 t(-d(t ;/*) )j~a.:.\ (d - 2)(1 + 0(8-2». (6.28) 

It is then obvious that 1l'=R.1l approaches Il* as fast as 
sa-4. 

In Sec. III, the probability distribution for our spin 
system at critical temperature is represented by a point 
Il(T c> on the critical surface. What (6.28) shows is that 
R.J..L(Tc) will approach the fixed point. No interesting 
result appears for G(k, J..L(Tc» since we already know 
that G(k, Il) = k-2 if J..L is on the critical surface because 
only tree graphs have been included. 

Next, we turn to the case where Il is not on the criti­
cal surface, i.e., t1=t(1)*0. However, we shall as­
sume that t1 is very small. While 8 will be taken as a 
large number, we still want t' to be of 0(1). This is 
always possible by making t1 small. Just how small will 
be clear later. 

Similar to (6.25), we obtain from (6.20) 

(6.29) 

We can still solve (6.20) for t by iteration even though 
8 2 t1 and hence t can become very large, oecause t/82 

is proportional to t1 which is assumed to be small. The 
term 0(t/82) in (6.29) will therefore be small, and we 
have 

t - t* = - 8
2

t1 (if) 1 (1 + 0(t1» + t;/(:;) 1 - ti ~:;) 1 + 0(8-2). 

(6.30) 

Substituting (6.30) in (6.24), we obtain 

"-(d-2) ["'dPpa-1 {t,!p2 - t*!p2) 

= 8 d-
2tyt-::.) 1 (1 + O(tl» + 0(Sd-

4
). (6.31) 

It is now clear that our assumption that t' = 0(1) is valid 
if we take 84-2t1 tO be of 0(1). Now we want to solve 
(6.31) for t'. It is sufficient for our purpose to know 
that the solution is of the form 

t'=F(z;X), 

z == sNtl (1 + O(tl» + 0(8a-4
), 

(6.32) 

(6.33) 

where F(z;X) is some complicated function with no ex­
plicit dependence on 8 or t1" Of course, if tl = 0, (6.28) 
should be recovered. 

Let us write the equation G(k, J..L)=G(8k,R.J..L)82-~ as 

G(k, t) = s2G(8k, t'). (6.34) 
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Then we have 

G(O, t) = s2G(0, F(Sd-2t1 (1 + O(t1» + O(Sd-4);X)). (6.35) 

Setting s = I tl I -11 (d-2), we obtain 

G(O, t) = I t l l-21 (d-2) G(O ,F(l + O(tl» + O( I tIl (4-d) I (d-2);X). 

(6.36) 

In view of our discussion in Sec. III, if J.L (or t) rep­
resents a probability distribution at T very close to T c' 

then T - Tc is proportional to tI" 11 Therefore, (6.36) 
says that, for T - Tc ' 

(6.3'7) 

and hence 

y=2/(d-2). (6.38) 

As we mentioned in Sec. III, and shall see later, (6.36) 
says only 0 = 0 if T < T c. Notice that, in constrast to the 
analysis in Sec. III, we have not introduced the linear 
approximation here for R. near the fixed point. Nor do 
we nee a the concept of eigenvalues and eigenvectors. 
The factor Sd- 2 plays the role of sl/" in Sec. ill, and 
Sd-4 plays the role of sY2. The linear approximation tells 
us what to expect and can certainly be carried out here 
if desired. What we showed here by explicit construc­
tion of R. is that, at least in the large n limits, conclu­
sions of Sec. III are valid without linear apprOximation. 

It is important to notice that the details of the coupling 
parameters do not appear in our discussion. The re­
striction that J.L be close to the critical surface depends 
on just one parameter, namely, t1 being small. The 
critical surface is thus a very enormous subspace of the 
parameter space. The explicit demonstration of the fact 
that R.1l approaches J.L * for large s for any Il on the 
critical surface is an illustration of universality. How 
large s has to be so that R.1l gets close to Il * is the 
relevant information needed to determine the size of the 
critical region mentioned in Seco III. Equation (6.28) 
gives some idea about the nature of this information. It 
depends on the details of the parameters and very little 
more can be said without explicit evaluationo One par­
ticular feature is that if (d(t - t*)/dXll vanishes, then 
t' - t* becomes of O(Sd-S), and the critical region be­
comes much larger. This feature will be discussed in 
Sec. X in connection with the E-expansion of critical 
exponents. The important point is that certain param­
eters are far more important than others in determin­
ing the size of the critical region, which cannot be 
estimated by Simply looking at the magnitudes of cou­
pling parameters and ask how far Il is from J.L * 0 

In the above, we did not do our analysis in the most 
general manner in the large n limit. For example, we 
could have included another term in the parameter G~l 
so that 

(6039) 

instead of just to + k2
0 It is left as an exercise for the 

reader to show that the fixed point remains exactly the 
same as before. The effect of ak4 diminishes in R.1l as 
s increases. Of course, the additional parameter a 
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On the other hand, if the form of the cutoff is 
changed, from our sharp cutoff g l.dP to a smoothed 
cutoff 

(6.40) 

for example, there will be quantitative, not qualitative, 
modifications on the fixed point and details of R.J.L. The 
critical eXponents will stay the same. 

It should be noted that (6.39) and (6.40) have very 
different meanings. A change of cutoff given by (6.40) is 
a quantitative change in the definition of the renormali­
zation group. Equation (6.39) is just a modification of a 
coupling parameter, not a change in the renormalization 
group. 

There is room for more work on the characteristics 
of R.1l in the large n limit. For example, we have not 
inquired into the question of whether equation (6.12) can 
actually be solved for a general s. What happens if 
there are multiple solutions? Would our conclusions for 
large s, which were based on expanSions in inverse 
powers of s, remain valid in that case? More work will 
be needed to answer these questions. 

VII. BROKEN ROTATION SYMMETRY IN SPIN SPACE 

The average value of ¢ ,(x) is zero as a result of the 
assumed rotation invariance in the n-dimensional spin 
vector space of the probability distribution and the as­
sumption that Il is above the critical surface. This 
average value becomes nonzero when an external field 
H [see (2.9)] is turned on. It can be nonzero also when 
Il lies below the critical surface even when H is turned 
off. In the latter case, we have the rather striking 
phenomenon that a rotationally symmetric probability 
distribution produces apparently nonsymmetric average 
values. This is, of course, the most conspicuous fea­
ture of a phase transition. In this section we discuss 
cases with (¢ > '" O. 

A. Transformation of Hand M under Rs 

In defining the parameter space [see (2.12) and. 
(2.13)], odd powers of ¢ were excluded. Now we in­
troduce one more parameter H by adding to H a term 

H J ddX ¢l(x)=HLd/2¢10, (7.1) 

where ¢10 means (¢lk)k=O. The parameter H can be 
identified as proportional to a uniform external field in 
the 1 direction. (It should not be confused with a Hamil­
tonian.) It is easy to find out how H changes under R. 
through (2.18)0 Since ¢10 is never involved in the mul· 
tiple integral, the only thing that happens is the re­
placement ¢W-OIs¢lO. Thus, inH', there appears a 
term 

HLd 12S1-~ /2¢10 =H' L,d /2¢lO' 

H' = S (d-~) /2+1H. 

(7.2) 

(7.3) 

Recall that 0I.=Sl-~/2, sL'=L. We can therefore write 
formally 

(H',Il')=R.(H,Il)=(H',R.Il), (7.4) 

with H' given by (7.3) and R.J.L defined previously, as 
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the renormalization group transformation in the extend­
ed parameter space. The average "magnetization" M is 
given by 

M(H, jJ.) = (rp1 (x»p = L -d /2(rp10)P' (7,5) 

where P of course denotes the probability distribution 
represented by (H, jJ.). We know that 

(7.6) 

where P' stands for the probability distribution repre­
sented by (H', jJ.). [If (7.6) is not obvious, please go 
back to the three trivial facts discussed at the beginning 
of Sec. II. See (2.5) in particular,] Substituting (7.6) in 
(7.5), we obtain an equation analogous to (2.28): 

M(H, jJ.) = L'-d/2S-d/2S1-~/2(rp10)P' 
= M(H', jJ.')S-(d+~) /2+1 

=M(Hs(d-n)/2+1, jJ.,)s-(d+n)/2+1. (7.7) 

Before we proceed further, let us emphasize the fact 
that as long as M and H are uniform, the renormaliza­
tion group transformation jJ.' =R&jJ. discussed previously 
is not affected, regardless whether jJ. is above, on, or 
below the critical surface. 

B. The exponents [) and (3 

If jJ. = jJ.(Te) is a pOint on the critical surface, jJ.' will 
approach jJ. * for large s. If H is small enough (i. e. , 
weak external field), we can choose 

(7.8) 

so that (7. 7) becomes 

M(H, jJ.(Te» =H1/6M(1, jJ. * + 0(Wl>21 (d-n) /2+11-
1», (7.9) 

where 

0=(d+2 -1/)/(d-2 +1/). (7.10) 

In the limit of small H, 

Ma:H1 / 6 (7.11) 

which is the equation defining the exponent O. 

If H = 0, and jJ. is below the critical surface, we 
choose s = I t1 1-v and obtain from (7.7) 

M(jJ.) = It1IBM(jJ.* -e1 + 0(1 t11-V l>2», (7.12) 

fl=-!II(d-2+1/). (7.13) 

The exponent fl is defined by M a: I T - Tel B in the limit of 
small IT-Tel below Te' 

C. Correlation functions and susceptibilities 

Although (7.3) and (7.4) are all we need to know about 
the renormalization group in addition to what we should 
know when H = 0, a finite M clearly makes the physical 
situation very different. An important difference is that 
the rotation symmetry in the spin space is broken when 
M'" 0, and (2.8) is no longer a convenient definition. 

We defined the new random variable l/J1 (x) by 

rp1(x)=M + If\{X). (7.14) 

For the Fourier component with k=O, i=l, 

L -d /2rp10 = M + L -d /2l/J1O' (7.15) 
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(7.16) 

We need to define two (longitudinal and transverse) cor­
relation functions now since the 1 direction is distinct: 

G,,(k, jJ.,H)=<lrp1kI 2)p, k"'O, 

0IPL(k,jJ.,H)=<rplkrpJ_k)P' i,j"'1. 

(7.17) 

(7.18) 

When the symbol H is omitted, we shall mean H=O. By 
GII(O, jJ.,H) we shall mean the limit k-O, not at k=O. 

If we add a small field oH in addition to H, there will 
be a oM in addition to M as a result. One easily obtains 
similar to (2.10) 

GII(O, jJ.,H) = (~~t (7.19) 

If the additional field is perpendicular to the original 
field, say in the 2 direction, oM would be also in the 2 
direction. We have 

GL(O, jJ.,H) = (~~t (7.20) 

The quantities (7.19) and (7.20) are called the longitu­
dinal and transverse susceptibilities, respectively. We 
note the important fact that applying a field OH perpen­
dicular to the original field H is the same as rotating 
the original field by a small angle oH /H in the spin 
space. Thus, the result must be rotating the original 
M by the same angle since jJ. is assumed to be invariant 
under this rotation. We therefore conclude that 

which implies that (OH/oM)L=H/M, and 

GL(O, jJ.,H)=M/H. 

(7.21) 

(7.22) 

This is a very important observation, for it fixes the 
small k limit of the transverse correlation function. 
When jJ. is below the critical surface, M '" 0 even when 
H = 0. Equation (7.22) asserts that in this case 

(7.23) 

i. e., the transverse correlation function must diverge 
as k - O. This statement is a form of the Goldstone 
theorem often encountered in many-body theory and in 
field theory. 

D. The large n limit 

For an explicit illustration of the above discussion, 
let us consider the large n limit with t1 < 0. As we men­
tioned earlier, the structure of R& remains the same 
apart from the additional equation (7.3). Therefore, 
what we want to illustrate is mainly the effect of finite 
M on various averages. We shall assume that t1 is 
negative but small. 

Note that there are n - 1 transverse components 
(i=2, 3, ... ,n), but only one longitudinal (i=l). For 
large n, close loops of transverse components dominate. 

The transverse correlation function has the same 
structure as G before except that an additional term 
shown in Fig. 8(a) appears in the self -energy. Similar 
to (6.5) and (6.6), we write 
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V 
: 

-'- ~--o-o ... O-_L 
(o) (b) 

FIG. 8. Additional self-energy terms when M "'0. A wavy line 
here denotes a factor of M. A dashed line here denotes a fac­
tor of u(Nl = dt/dN [see (7.26) 1. (a) The term for GJ. and (b) for 

G". 

G~I(k, t, H) = t(N /Nc ) + tM2u + k2, 

N = t(n - l)Kd f dp pd-lGJ. (J.J., t, H), 

dt 
u=u(N)= dN • 

(7.24) 

(7.25) 

(7.26) 

Since t1 is assumed to be small, M2« N c• We are 
neglecting higher-order terms in M2/Nc • Together with 
(7.22), Le., 

t(N /N cl + tM2u(N) = H /M, (7. 27) 

solutions for N, M in terms of t and H can be obtained. 
The factor (n -1) in (7.25) will be replaced by n. 

For G,,, there is still another term in the self-energy 
as shown in Fig. 8{b). We have 

G~1(k, t, H) = G~1(k, t, H) + uM2[ 1 + (n/2)un(k) ]-1, (7.28) 

where 

(7.29) 

Consider first the case H = O. Then, by (7.27) and 
(7.24), we have 

G
1
(k,t)=k-2. (7.30) 

Therefore, N=Nc' and 

n(k) = J ddp(211')-4p-2(p + k)-2 (7.31) 

= n(l)kd-4(l + 0(k4-1I», (7.32) 

where 

n(l) =JB(d/2 -1, d/2 -1), 

J=tKd1l'(d/2 -1)/sin1l'(d/2 -1), 
(7.33) 

and B is the beta function. Since N = N c , (7.27) gives 

tl + tM2u(Nc) = 0, (7.34) 

which implies Mo:l t111/2 and {3 = t as (7. 13) implies for 
large n. Substituting (7.30)-(7.34) in (7.28), we obtain, 
for small k, 

G,,(k, t) = -Ei1kd-4 4~c (:~)1 n(l)J + const. (7.35) 

By (7.19), (7.35) implies that 

/BH) -0 (7.36) 
\'liM ",H=O - , 

L e., the H vs M curve at H = 0 is flat. 

We proceed to the case of nonzero but small HIM. 
Then 

G~1=H/M+k2 (7.37) 

and therefore N is, by (7.25), 

N= - (n/2)(H/M)t1/NJ/(d/2 -1) +Nc + O(H/M). (7.38) 
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Since d/2 -1 > 0, then (l/NC>(N -Nc ) is small. We can 
expand t and u in (7.27) and obtain 

tl + u(Ncl(tM2 - (H /M)II /2-1(n/2)J /(d/2 - 1» + O(H /M) = O. 

(7.39) 

This is the thermodynamic equation of state relating H, 
M, and tl 0: T - Tc. TI(k) becomes more complicated in 
this case. 14 Let us just note that 

n(o) = (H /M)II /2-2J + 0(1) 

and (7.28) gives 

GII(O, t,H)-1 = (:!)" 
= 2:'2 (!Y-II/T1 + O(!tll/2] 

(7.40) 

(7.41) 

In conclusion, the presence of a finite uniform M does 
not modify the idea or formulation of the renormaliza­
tion group in any essential way. On the other hand, 
some of the important consequences of a finite M such 
as (7.41) do not appear derivable from renormalization 
group arguments alone. Such consequences obtained 
here are general to the extent that no assumption is 
made about the function t(N /Nc) which specifies the de­
tails of the interaction. 

Discussions on critical exponents and the equation of 
state below Tc to O(l/n) can be found in the work of 
Brezin and Wallace. 8 

VIII. THE FREE ENERGY 
In this section we are interested in how the free en­

ergy transforms under the renormalization group. We 
shall derive the transformations from our basic defini­
tion explicitly and examine the validity of the usual 
scaling arguments. A study of free energy and correc­
tions to scaling laws assuming general transformation 
properties has been carried out by Wigner. 15 

The free energy per unit volume F(T) is defined by16 

exp[-LIIF(T)/T]= n J d<Pk,exp[-H(A)/T]. (8.1) 
O(k'(A 

Clearly an additive constant in H(A) will make a differ­
ence in F. To apply the renormalization group to the 
study of the free energy, one must specify the additive 
constant in H so far ignored. We shall adopt the rule 
that the additive constant is always written out explicitly 
and symbols like H, H' will contain no additive con­
stant, L e., H, H' are zero if <P = O. We now define 
] =](J.J.) by 

(8.2) 

Similarly we define]' =] (J.J. I) by replaCing in (8.2) H by 
H', LII] by L III]' and keeping in mind that the density of 
points in k space over which the product n runs through 
is changed to L'II(211'>-1I. To relate] I to], we separate 
the multiple integral in (8.1) into two and write 

(8.3) 

We then make the substitution <Pk - a,<p'k for the second 
(the left) set of variables and obtain 
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= n J d<f>kexp(-H')exp[-Ld(A +Ao)] 
0<k<A 

(8.4) 

We have applied the definition (2.18) for exp(-H'). The 
constants A and Ao are defined by 

exp(-YA)=[ n J dcf>k,exp(-H>l, (8.5) 
A 1.<k'<A J I/> k'O 

where cf> k' 0 < k < A/ s, the unintegrated variables, are 
set to zero, and 

exp(-LdAo)= n a;\ 
O<k<A I. 

i.e. , 

Ao= nKd faA I. dp pd-l[l_ (1//2)] Ins, (8.6) 

since a. = Sl-n 12. The additive constant A would be just 
] if all <f>k with 0 < k < A/s were set to zero. Ao is to 
compensate the change of the size of the phase space 
produced by the substitution cf> -a.<f>. We have therefore 

(8.7) 

from (8.4). Now let H(A)/T be represented by /J.(T), 
then the free energy is 

F(T) =] (/J.(T»T. 

We obtain from (8.7) 

] (/J.(T» - ] (/J. (T» 

(8.8) 

=s-d(J(/J.'(T» - ](/J.'(Tc»] +A(T) -A(T). (8.9) 

For large s, /J./(Tc) approaches the fixed point /J.*. If 
T - T c is very small, we choose 

s = I t1 I-v 0: I T - T c I-v 
as was done in (3.13) and obtain from (8.9) 

] (/J.(T» -](/J.(Tc» 
= I t1I vd[] (/J.* ± e1) - ](/J.*) + O( I t11-VY2 )] 

+ (A(T) -A(Tc».= it1i-v , 

(8.10) 

(8.11) 

where, in the argument of] (/J. * ± e1 ), the + and - signs 
correspond to the cases t1> 0 and t1 < 0, respectively. 
In the small T - T c limit, we havel7 

F( T) - F( T) 0: I T - T c I vd + "less Singular terms" 

(8.12) 

provided that the last two terms of (8.11) are truly less 
singular. Note that] (/J. * + e1 ) is expected to be different 
from ](/J.* - e1). Therefore the proportionality constant 
in front of IT - Tclvd in (8.12) for T> Tc is different 
from that for T < T c' 

The last two terms of (8.11), usually handwaved 
away as nonsingular terms, deserve more attention. 
They are the contribution from the <f>k'S with k> A/s as 
(8.5) indicates. Equation (8.12) assumes that such con­
tribution is less singular compared to the contribution 
from cf>k's with k<A/s. The assumption is not obviously 
valid and, in some cases, invalid. To gain qualitative 
understanding of the effect of A, let us turn to the large 
n limit. 
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In the large n limit, A is the sum of tree graphs with 
no external line and with internal lines of wavevectors 
restricted between A/s and A. Instead of summing these 
graphs directly, we make use of the identity 

oA =N (0) =N(O) = (1 + teo») N o to a S2 c' (8.13) 

where Na(O) or N(O) is given by (6.8) or (6.12) with A=O 
and t is defined by (6.19). The identity (8.13) is similar 
to the well-known thermodynamic relation - oO/o/J. =::N. 
The reader can convince himself by studying a couple of 
simple graphs. 

Equation (6.29) tells us what t should be when t1 is 
small and s is large so that t' = 0(1). We obtain 

t(0)=(-s2t1 +tb)A::J +0(tl1 s-2). (8.14) 

Substituting (8.14) in (8.13), we obtain 

~~ =Nc~ - t/(:D1 + s-2t6/~D 1 + S-20(tl' s-2l (8.15) 

Since to is linearly related to t1 [t1 = to + ""Z(Nc) , see 
(6.18)], and t1 is proportional to T - T c ' we obtain from 
(8.15) 

A(T) -A(TC> 

=Nc fa t1 dt1 [1- t1/~)1 +S-2t6/(:DJ + O(tu S-2)t1s-2• 

(8.16) 

While (dt/dA)l is independent of tu tb does depend on 
tl' For to = 0, (6.28) shows that tb - tt - Sd-4 [t = 0(1) in 
this case], and (6. 32) shows what happens if t1 ;0 O. For 
our purpose, it suffices to take (6.32) as saying that 

so that (8.16) becomes 

A(T) -A(Tc) 

=Nc ~1 - ~~ /(:.) 1 + s-2t1tt /(-:i\ 
+ ~0(Sd-4) + O(tu S-2)t1 S-2 J 

(8.17) 

(8.18) 

Now we set s = I t1 1-v as before [v = l/(d - 2) in the large 
n limit, see above (6.37)], and obtain 

A(T) -A(Te) 

~N,[~ -,p,/~), +t,lt,l~tt )~), +O(lt,I','H"1 

+ t10(tu I tll2V) I tl12V J. t1 0: (T - Te)' (8.19) 

Clearly, in order that the last two terms of (8.11) be­
come less Singular than the first term I t11 vd, we must 
have 

vd< 1 +2v, vd<2 +(4 -d}v (8.20) 

and vd not being an integer in view of the terms in 
(8.19). But since v=1/(d-2) for our case, we have 

1 +2v=2 + (4 -d)v=d/(d- 2)= vd. (8.21) 

Therefore, for the large n limit the A(T) -A(Te) term, 
which is usually thrown away by handwaving arguments, 
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is just as singular as the I tll vd term. Equation (8.12) 
remains true, however, but not as a consequence of the 
scaling hypothesis discussed in the Introduction [see 
(1.1)]. We arrived at the inequality (8.20) as a criterion 
for the validity of the scaling hypothesis prediction about 
the free energy from our tree graph analysis. However, 
the appearance of the tl s-2 term in (8.15), which leads 
to the tll tll2v term in (8.19), looks so general that we 
expect (8.20) to be meaningful even if n is not large. 1S 

Note that we are not particularly interested in the valid­
ity of (8.20) here. What we want to illustrate is the 
nature of approximation and ambiguities involved in 
some of the applications of the scaling hypothesis. 

In order for vd to be a noninteger, we must exclude a 
special set of dimensions. Since v = 1 I(d - 2) for large 
n, we must exclude 

d=d,=2+2/1, 1=2,3,4, •.. , (8.22) 

where vd will take the value 1 + 1. These special dimen­
sions have received some attention lately. Further dis­
cussion about them is beyond our scope here. 19 

IX. TRANSFORMATION OF COMPOSITE VARIABLES 

There are random variables of interest which involve 
cJ>k'S with large k in an essential way. They often appear 
as products of cJ>k'S. We shall call cJ>k "elementary" and 
products of cJ>'s "composite." Under the transformations 
of renormalization group the averages and the correla­
tion functions of the composite variables usually do not 
obey simple formulas like (7.7) and (2.28). We shall 
not give a general discussion here, 20 but only give a 
qualitative illustration by examining the Simplest com­
posite variable 

A. Transformation of random variables 

First, we shall define what we mean by transforming 
random variables by R •• 

Recall that the probability distribution P represented 
by iJ. is equivalent to P' represented by iJ.' =R iJ. in view 
of the three trivial facts given at the beginnin; of Sec. 
II. They are equivalent in the sense that the average 
value of any function of cJ> k over P and that over P' are 
simply related. Equation (2.19) is an example. The 
transformation 

(9.2) 

can be viewed as the transformation of cJ> under R in 
the sense that k. 

(9.3) 

for any function h. One could write R cJ> = O!.I.. if de-
• .! k .!'f"'!R 

sired. Note that there is the important condition 

sk<A, (9.4) 

which must be satisfied in order that (9.3) makes sense. 

Now we ask how a composite variable transforms 
under R., i.e., we ask what is (cJ>2)' so that 
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(9.5) 

and 

(9.6) 

where k satisfies (9.4). The answer is very complicated 
since cJ>2 involves wavevectors violating (9.4). The mul­
tiple integral in (2.18) defining R. plays no part in the 
transformation of the elementary variable (9.2), but 
plays an important role in (9.5). Physically, (9.2) tells 
how cJ>k looks after a change of length scale. The quantity 
(cJ>2)' is to tell what the square of cJ>(x) looks like after a 
change of scale. This change of scale also involves an 
averaging process so that the minimum resolvable dis­
tance after the scale change remains at A-l as before. 

Note that (9.6) would be the same as (9.3) if we make 
the replacement 

«cJ>2) ••• )p- ( ••• )p, 
(9.7) 

«cJ>2)' ••• )p' - ( ••• )p'. 

Then it is clear that all we need to do to define (cJ>2)' is 
to replace (2. 18) by 

(cJ>2) , exp( - H) = [ J 1>;;; (cJ>2) exp( - H)]~ -a ~, (9.8) 
k .!.!R 

where we have used the shorthand 1>;;; defined by (4.12) 
for the multiple integral of (2.18). 

B. Transformation of cP 2 in the large n limit 

The graph representation for (9. 8) is obtained in the 
same fashion as that for (2.18) as discussed in Sec. IV. 
The only new ingredient here is the additional factor cJ>2. 
In the large n limit, the sum over tree graphs gives the 
exact answer. We write 

(9.9) 

where 

A, = (connected graphs with a cJ>2 vertex)sI<2-d) (9.10) 

similar to (4.23). We have set '1/ = O. A few tree graphs 
for A, are shown in Fig. 9. Notice that we are again 
ignoring the dependence of the A/s on the wavevectors 
of external lines, as we ignored that of graphs for u 
. d 2m 
m the iscussions of Secs. V and VI. Under this ap-
proximation, (cJ>2)' is a function of cJ>2 only. [Recall that 
under the same approximation, H, H' assume the 
simple form (6.2). See discussion below (5.28). ] The 
coefficients are easily determined in the same way we 
determined u2m in Sec. VI. We realize that if we close 
all 1 pai.rs of external lines of A, to form 1 closed loops, 
we obtam a graph for N=(cJ>2)p. Each new loop is a fac­
tor N' = (cJ>2)p •• Thus, 

N=tAIV". 
'=0 

(9.11) 

To find AI' all we have to do is to expand N as a power 
of N' via (6.7). Now let us define the function N(X) as 
before by (6.12) with t' given by (6.11) in terms of N(X). 
Since X=N'INc' we have 

N(N') = t N-
c
'-.!., (d' N(,X») • 

Nc '=0 1. d>.. ~=O (9.12) 

Comparing (9.11) and (9.12) we obtain 
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FIG. 9. Some graphs for A, in the transformation cp2_ (cp2)'. 
See (9.9), (9.10). 

(9.13) 

and (cf>2), is therefore obtained by substituting (9.13) in 
(9.9). We write simply 

(9.14) 

with the function N(A) defined by (6.12), (6.11). This is 
the desired transformation law of cf>2 under R& in the 
large n limit. 

C. Oualitative features and limiting values of (q,2)' 

Now the task is to see explicitly how the function N(A) 
depends on A and, more important, on 8. It is con­
venient to introduce the function t(A) defined by (6.19): 

N(A) =Nc(1 + t/82) , 

because t= 0(1) for large 8 if fJ. is on the critical 
surface. 

First, let us see how (q,2)' looks when fJ. = fJ.*. 

(9.15) 

Equation (6.23) gives N(A)/Nc in terms of t*. We know 
how t* depends on A (see Fig. 6). We have, from (6.23), 

N*(A) /Nc = 1 + (d/2 -1)/* /82~{ - t* /82,1,2 - d/2), 

= f(t* /82
). (9.16) 

The curve A=f(/*) defines 1*(71.) [see (5.41)]. We note 
that, since 1*(1) = 0, we have 

(9.17) 

and 

(9.18) 

since t*( - 00) - - 1. For large and positive A, (5. 50) and 
(5.51) tells us that 

(9.19) 

Equation (9.19) is useful if t*(A)/8 2 is large. If t*/8 2 is 
small, we use (5.24) to expand (9.16) and obtain 

N*(A) =1+(~_1)f*I(t* _2 __ 2t*/8
2 

+0(/*2 -4») 
N 2· 8 2 8 2 4 -d 6 -d 8. c 

(9.20) 

With the information provided by (9.17)-(9.20), we can 
easily make a rough sketch of N(A) vs A. 

How would N{A) look if fJ. is away from fJ.*? We 
shall discuss two cases, (a) fJ. is on the critical surface 
and (b) fJ. is not on the critical surface but very close to 
it. 

Case (a). In this case fJ.' =R~fJ. will approach fJ.* like 
8

d
-4 for large 8, and t is of 0(1). From (6.25) and 

(9.15), we have 
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(9.21) 

For large A, so large that 1'/S2 is also large, we ob­
tain from (6.12) 

N(A)/Nc=A82-d -(1 -s2-d){1/t')[1 +0(82/t')]. (9.22) 

Case (b). In this case tl *0, but is assumed to be 
small. From (9.15) and (6.30), we obtain 

N~~) = 1 -t!(:DI +8-2t/~~)1 +8-20{S-2, tl)' (9.23) 

For large A. and large t'/S2, (9.22) still holds. 

The above results can be summed up as, for large 
S 21 

, (cf>2)'=const+S-2t'{q,2)A:~)1 +8-20(S-2,tl ), (9.24) 

and, for large cf>2 

(9.25) 

where 11==0 for fJ. on the critical surface and, t'==t==t* 
if fJ.==fJ.*. 

Note that our results on the transformation cf>2 - (cf>2)' 
are valid regardless of whether tl is positive or nega­
tive, the same situation as that for the transformation 
fJ.' =RsfJ. discussed in Sec. VI. 

D. Correlation functions involving q,2 

We now apply the above results on cf>2 - (cf>2), to ex­
amine certain correlation functions. Consider 

K(k u k2' fJ.) = J ddXlddX2 exp( - ikl • XI - ik2 • x2) 

x (cf>2(0)cf>(XI)cf>{X2» P 

== Ld(cf>2cf>kl cf>k) P' (9.26) 

where component indices are not written expliCitly and 
cf>2 means cf>2( 0). 

For the rest of this section, we shall assume that fJ. 
is above the critical surface to avoid complications 
which are not essential in illustrating consequences of 
renormalization group arguments. The important new 
feature below the critical surface in addition to those 
discussed in Sec. VII is that in writing cf>1 == lJ!t + M [see 
(7.14)], K(k H k2' fJ.) will contain a term (only the com­
ponent index 1 is written explicitly), 

ML d/ 2(cf>I_kl _k2 cf>kl cf>k2) P 

because of an Ml/!I term in cf> 2. Note that averages of 
products of odd number of cf>'s are nonzero in general 
when M*O. 

We now proceed assuming M==O. From (9.6) and 
(9.2), we obtain 

K(k1 , k2' fJ.)==L'd8d.2-~«cf>2)'cf>Sklcf>sk)P' 

(9.27) 

We assume that ku k2 and kl + k2 are nonzero but so 
small that (9.4) is valid. Note that K"(·· fJ.,) is not 
the same as K(·· fJ.,) because (cp2),* cp2. We use the 
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double prime to emphasize the fact. The factor S-dq,2 is 
included as a part of the definition of K" aimed at re­
moving explicit s dependence from K" and will be dis­
cussed later. Equation (9.27) is a generalization of 
(2.28). The critical behavior of K can be extracted as 
before by considering (9.27) at large s. We proceed to 
the large n limit. 

For large s, (tf>2)' is given by (9.24) 

K(kll k2' t) =s-2K"(skll sk2, t')Sd+2, 

where 

K"(sk 1 , sk2, t') =L ,d(t'(tf>2)tf>skl tf>sk2> P' /(:~)1 ' 
dtjl2=2. 

(9.28) 

(9.29) 

The constant term in (9.24) does not contribute since 
kl +k2*0. The higher-order terms of (9.24) are 
ignored. 

If t1 =0, we choose s=l/k to obtain from (9.28) 

K(k ll k2' p.) = k-dK"(k1/k, k2/k, t* + O(k4-d». (9. 30) 

For t 1 * ° but small, we choose s = tt = ~ and obtain from 
(9.28) 

(9.31) 

where t' would be independent of tl if O(t~(4-d» is 
ignored. In particular, for k 11 k2 - 0, [but not identically 
zero in order to keep the constant in (9.24) away], we 
have for very small tIl 

(9.32) 

with 11= l/(d - 2). A quantity r(k1k 2) appears often in 
the literature. It is defined by 

r(k1 k2p.)G(k1 , P.)G(k2' p.) =K(k1 , k2' p.). 

Corresponding to (9.30) and (9.32), we have 

r(kll k2' t) ex k4
-

d
, tl = 0, 

r(O, 0, t) ex tr(4-d), tl small. 

(9.33) 

(9.34) 

(9.35) 

The above analysis is easily generalized to apply to 
correlation functions of the form 

K(kll k2 ••• k"" p.) 

= f ddXl • •• ddX", exp( - ikl • Xl - ik2• x 2 - ••• - ik",· X",) 

x (tf> 2(0)tf> (Xl) ••• tf>(x",»p 

(9.36) 

with all subsums of the k's small but nonzero. Again 
there should be component indices for the tf>'s but these 
are not written for simplicity. Corresponding to (9.30) 
and (9.31), we obtain 

K(k l • •• k"" p.) 

for p. on the critical surface, which means p.' = p. * 
+ O(k"n); and 

K(k1 • •• k"" p.) 

(9.37) 

(9.38) 

for p. slightly away from the critical surface and ~ 
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= I tIl-V. Again, 1/= 0, 11= l/(d - 2), dq,2 =2 in the large 
n limit. 

E. Dimensions of random variables20 

As we mentioned in Sec. n, the transformation (9.2), 
being thought of as a scale transformation, defines the 
dimension of tf>k to be -1 +1//2 in units of wavenumber, 
i. e., inverse length. In fact, much of our analysis can 
be viewed as simply changes of scales and dimensional 
analysis, provided that dimensions for various varia­
bles are properly defined. For example the dimension 
of 

can be defined, via (9.2) Which implies that 

tf>(X)_L-d/2~SH/2tf> exp(ik·x) 
k<A .k 

(9.39) 

= Sl-(d+~) /2tf>(x/s), (9.40) 

provided that we drop the tf>k's with A/s < k< A in the 
second step. Equation (9. 40) says that the dimension of 
tf>(x) is 

(9.41) 

More generally, we expect that the dimension dA for a 
random variable A(x) can be defined if A transform 
under R. like 

A(x) - S-dAA(x/s). (9.42) 

However, a dimension can be defined to serve useful 
purposes even if (9.42) is not quite satisfied. The trans­
formation tf>2 - (tf>2)1 studied above furnishes an exam­
pie. All we needed in obtaining the critical behavior of 
the correlation function K was the transformation at 
large s. For large s, (9.24) reads 

(9.43) 

if we drop the constant, which has no consequence in 
this case, and ignore the higher order terms in S-2. 
Even though (9.42) does not look like (9.43), all that 
matters is the factor S-2 in front. Assigning dq,2 = 2 does 
make good sense as far as extracting critical behaviors 
of K is concerned. 

If tf>2 is very large while s is not too large, (9.25) im­
plies the transformation tf>2 - s2-dtf>2, which would 
naturally define dtjl2 = 2 - d. In our application to the 
study of K, however, the relevant range of tf>2 is not 
large because the probability distribution P vanishes 
rapidly as tf>2 increases if U(tf>2) rises steeply as the 
sketches in Fig. 1 indicate. However, it is conceivable 
that one can construct correlation functions and prob­
ability distributions such that the range of large tf>2 be­
comes important and the dimension 2 - d becomes more 
applicable for tf>2 than the dimenSion 2. 

X. BASIS FOR CALCULATION OF CRITICAL 
EXPONENTS BY PERTURBATION THEORY 

The renormalization group analysiS tells us how 
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physical quantities such as the correlation function 
G(k, /l(T» should behave when T is very close to T e, 
and how scaling laws appear. Our example of large n 
limit showed how things work out and also produced the 
critical exponents 1)=O(lln), y=2/(d-2)+0(1In). As 
was mentioned before, computing critical exponents in 
the large n limit, which is a trivial task, is not the 
purpose of our elaborate example. The purpose is to 
illustrate the qualitative aspects of renormalization 
group in a concrete fashion. Once the qualitative be­
havior of physical quantities is established, the critical 
exponents can be calculated as expansions in powers 
of 1 In by perturbation theory directly without studying 
the corrections to the renormalization group to higher 
orders in lin. Consider the following example. Since 
we know from renormalization group arguments that at 
T=Tc 

G-1(k) ex: k2-"(1 + 0(k-Y2» (10.1) 

and we found that, for large n, 1) = O(lln), 0(k-Y2) = 0 
and Y2 = d - 4 + 0(1 In), then we can expand k-" in powers 
of lin: 

G-l(k)k-2 ex: 1 -1)lnk + (1)2/2) In2 k + •.• + (1 In) O(k4-d) 

+ (1In2)0(k4-" Ink) +. .. . (10.2) 

Since this is true for any /l on the critical surface, we 
can pick the Simplest one, i. e., iJ.1 = (to, U4 , 0, 0, •.. ), 
u4 =0(1/n), in Sec. V, to calculate G(k) for the purpose 
of determining 1). We can choose to to make sure that iJ. 
is on the critical surface to every order we calculate. 
The calculation of G-1 (k)k- 2 will result in a power series 
of (1 In) Ink and 1) is then identified by comparison with 
(10.2). The coefficients of the powers of (l/n}lnk will 
not depend on u4• which appears only in the O(k-Ya ) term 
as we argued in Sec. ill. Recall that the 0(k-Y2) term 
reflects the approach to iJ. * of R&iJ.1 at a rate sYa 
= sd-4+0(1/n). This term is negligible in the critical 
region 

(10.3) 

given by (3.12). As long as d is not close to 4, the size 
of the critical region is of 0(1). The above discussion 
is the basis for the lin expansion of critical exponents 
by perturbation theory, which has been studied 
extensively. 

It is instructive to point out a feature of the e-expan­
sion of critical exponents by perturbation theory, where 
one also starts with iJ.1 with u4 = O(e). Complications ap­
pear because the rate of approach of R&iJ.1 to the fixed 
point iJ. * is still 5"-4 = 5-6 for small e, i. e., Y2 = - e 
+ 0(e2). The O(k-Ya) term in (10.1) which has nothing to 
do with 1), will also contribute a series inelnk, and one 
can no longer extract 1) by examining the coefficient of 
Ink. In other wordS, the critical region vanishes in the 
small e limit [see (10.3)]. One can get around this dif­
ficulty by chOOSing a special u4 so that the SY2 term in 
R.iJ.1 vanishes. Then R.iJ.1 will approach iJ.* at a rate 
5 Y3 which is S"-6 in the large n limit and the same for 
small e and any n. With this choice, the 0(k- Y2 ) term 
vanishes and the 0(kY3) = O(k3> 0 (E» term will not give 
rise to any Ink. Effectively, the critical region is ex­
tended to 0(1). In the large n limit, this special u4 is 
easily found from (6.28) or (5.44) by setting the coef-
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ficient of s"-4 to zero. We obtain 

u4 =(! =~)fe + 0(n-2
) 

= (2elnK4_E) + 0(n-2). (10.4) 

It is important to remember that R& does depend on how 
the cutoff is defined (see Sec. lIT). The special u

4 
given 

by (10.4) has the same meaning as Wilson's Uo(e) but 
appears different because of the different way of doing 
the cut off as well as the difference by a proportionality 
constant in definition. 4 

XI. CONCLUDING REMARKS 

We have defined and illustrated the basic concepts and 
the working of the renormalization group in the context 
of classical statistical mechanics. In conclusion, we 
re-emphasize the following outstanding features. 

(1) The renormalization group is a set of transforma­
tions R., 5 ;;.1, of coupling parameters, which are non­
Singular. The singularities in observed quantities, 
which are average values calculated over probability 
distributions specified by the coupling parameters, ap­
pear as a result of large 5 behavior of R&. The concept 
of scaling appears in the scale change which is a part of 
R&. Universality is the statement that critical exponents 
are properties of R& near a fixed point iJ.* and is to a 
great extent independent of the details of the micro­
scopic Hamiltonian. 

(2) The renormalization group is precisely defined 
and its related concepts are concrete, but the mathema­
tical machinery is complicated. Very little rigorous re­
sults exist at present to help handle this machinery. 

(3) In spite of its usefulness, perturbation theory 
plays no part in the baSic concept of the renormalization 
group and is not essential to the machinery. A valuable 
feature of the large n limit is that an infinite set of 
graphs can be summed exactly to illustrate many non­
perturbative features of the renormalization group. 

(4) In the large n limit, we are able to visualize an 
explicit and exact fixed point /l * and the critical surface 
extending from it. We demonstrated how R&iJ. approaches 
iJ. * for iJ. being anywhere on the critical surface (not 
necessarily in the immediate vicinity of iJ. *). This fea­
ture, which is fundamental to the idea of universality, 
makes the large n limit a more illustrative example 
than the small e=4 -d limit sample, where such a 
visualization is less transparent. 

(5) Most important of all, the tenormalization group 
shows beSides the origin of scaling and universality 
hypotheses, precisely where the limitation and weakness 
of these hypotheses are, Our discussion on the free en­
ergy serves as an illustration of this aspect. 

The renormalization group is not a hypothesis. It 
provides a baSis for quantitative calculations, which are 
unfortunately complicated. What we have touched upon 
in this paper are most elementary aspects illustrated 
by a somewhat idealized model. Hopefully this paper 
has helped visualize these elementary aspects of the 
renormalization group. 
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Beginning with free field quantization on hyperboloids in the forward lightcone, we extend field 
expansions to the full space-time. The role of boundary conditions on the propagator and of the 
particle-antiparticle distinction in establishing a unique field expansion is discussed. Some difficulties 
with the possibility of a surface to surface development of the S matrix are encountered in the 
massless case. Even in the massive case hyperboloids are unsuitable quantization surfaces when 
x 2 < 0, and we develop in some detail an alternative set of surfaces for that region in two 
dimensions. 

I. INTRODUCTION 

Recently there has been a revival of interest in the 
years -old suggestion by Dirac that quantization may be 
carried out on hyperboloids x 2 == const. Fubini, Hanson, 
and Jackiw1 first explicitly quantized fields on x 2 == const 
in Euclidean space where the surfaces of quantization 
are spheres. More recently Sommerfield2 and Gromes, 
Rothe and stech3 (GRS) have independently quantized 
fieldS on hyperboloids in Lorentz space with rather 
different viewpOints. Both of their quantizations, how­
ever, give rather light treatment to the extension of the 
field outside the forward light cone. It will be the prime 
goal of this paper to obtain field expansions valid in all 
regions of space-time. The conSiderations which arise 
in this context shed light on the nature of the assump­
tions made by GRS (which we are led to make also) and 
their relation to the rather different assumptions made 
by Sommerfield. 

We will quantize a real scalar field in two and four 
dimenSions and a spin 1/2 field in two dimenSions. The 
initial quantization will be in the forward light cone with 
canonical commutation relations given on surfaces of 
constant x" x". The commutators are insufficient to 
determine a unique quantum expansion, but a polariza­
tion of the solution space of the field equation into posi­
tive and negative frequency solutions associated with 
destruction and creation ope rators, respectively, suf­
fices to determine the expansion uniquely. This parti­
cular polarization is of course Poincare invariant and 
thus our particle-antiparticle distinction will also be 
invariant. The polarization also insures that the bound­
ary conditions of this quantization as expressed in the 
propagator function are identical to the usual equal time 
quantization. Our propagator" the vacuum expectation 
of x"x" ordered (in the forward light cone) fields, will 
therefore be the same distribution as the usual one. 

For m '* 0 knowledge of the field in the forward light­
cone is sufficient to determine the field everywhere 
providing one remOves unphysical solutions which do not 
vanish at spacelike infinity. We can therefore uniquely 
extend the field to all of space-time. With this full 
space-time field we will show that translation invari­
ance of the propagator requires that the field ordering 
in the region x"x" <0 be equivalent to time ordering 
(as is x"x" ordering in the future, x"x" >0, t :(0). Thus 
in x 2 <0 as well as x 2 >0 the development of the field 
from surface to surface must take place on space like 
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surfaces, in particular not on hyperboloids x"x" 
== - const. 

In the case m == 0 one must add initial data on x" x" in 
the backward light cone to data in the forward cone in 
order to specify a unique field everywhere. This makes 
it clear that the m == 0 field cannot be achieved as the 
massless limit of the m,* 0 field in contrast to Euclidean 
x"x" quantization. 4 Nevertheless, one finds again that 
a translation invariant propagator requires a time 
ordered product in all space-time. 

Sections II through V will concern only the two-dimen­
sional case. Section VI will briefly consider the four­
dimensional case for the scalar field. 

II. MASSIVE SCALAR FIELD IN THE FORWARD 
LIGHT CONE 

The field equation for a massive spin zero particle in 
two dimensions is, of courSe 

a2 a2 a a 
(0 +m

2
)<I> =0, 0= af - a~ = ax" ax' 

" 
In the forward light cone, it will be extremely conve­
nient to use coordinates ct, 13 as follows: 

eo<·6 == t + x == -/2x., 

eO< -6 == t - x== f"'i.x_, 

where a is the group parameter of the dilation group 
which will parameterize development from surface to 
surface,5 and 13 is the Lorentz group parameter. A 
Lorentz transformation is specified by 13- 13 + 130 which 
of course leaves the quantization surfaces, ~ == exp(2 a) 
== const, invariant. To simplify writing we can set m == 1 
which is equivalent to rescaling the coordinates ~ _ x,,/ 
m. The field equation becomes 

( 
a2 a2 ) oa2 - oj32 +exp(2ct) <I> =0. (II. 1) 

With the equation in this form it is obvious that we may 
introduce a canonical Hamiltonian structure which is 
form identical to equal time quantization except that 
mass is "time," i. e. a, dependent. 

We posit then the equal a quantum relations: 

[<I> (a, (3), <I> (a, /3')]=0, 

[1T(a, /3), <I> (a, 13')]= -iO(I3- (3'), 

Copyright © 1974 American Institute of Physics 
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[ma, (3), ma, (3')] = 0, 

a ell 
1T= a-a' 

The "Hamiltonian" or developmental generator which 
we denote by D is actually the generator of the dilation 
group 

D(Q) = } [If +(~:y +exp(2a)eII2]. (n.3) 

It is easy to cheCk from (II. 3) that aD /0 a '" 0 in gener­
al. This occurs because D generates a broken symme­
try. The fact that it is not a conserved charge, however, 
does not alter D's position as developmental generator; 
it generates the equations of motion. 

a ell 
i[D(a), eII(O!, J3)] = oa' 

To obtain a quantum expansion we first perform a 
Lorentz harmonic analysis of the classical field: 

ell = r:, dyexp(ij9y)Ay(O!). 

This results in an equation for Ay which is easily re­
duced to a Bessel equation: 

{d2 
2 \ 

\d0!2 +y +exp(20!»)A y=0, 

(;
d2 1 a y2 ) - + - - + - + 1 A = 0 T = eO< • dT2 T aT T2 y, 

We take independent solutions Ay proportional to Hg)( T) 
or H:~)( T), Hankel functions of first and second kinds. 
We now have a complete set of functions for the classi­
cal field exp(ij9y)H:~)(e"'), exp(ij9y)H:~)(e"'). 

The solution space of (II. 1) is endowed with a natural 
Hermitian structure 

. /; oX Oell*) 
(eII,X)=zJ d{\eII*a-a -X 00! • (II. 4) 

With respect to this inner product it is trivial to verify 
that because of the Wronskian relation 

H(l)( T)..!!. H(2)( T) _ H(2)( T) l!.-H(l) (T) = - 4i 
v dT v v dT v 1fT 

the following complete set of solution functions is 
orthonormal: 

fy=;; H:~)(T)exp(i#y)exp(1T/2)y, 

fy* = fa (H:~)( T»* exp( - i#y) exp( 1T/2)y (II. 5a) 

= fa H~~~(T)exp(-ij9y)exp(1T/2)y, 
(jy, fy,) = o(y - y'), 

U:, fy*.) = - o(y - y'), (II.5b) 

Uy, f:') = 0 =(j:, fy,). 

We expect a quantum expansion of the form 

eII(Q, f3}= J dy fy*(a, (3)a: +fr(O!, (3)an 
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(II. 6) 

In fact, if fy is given by (II.5a), the canonical commuta­
tion relations will be satisfied. The nonuniqueness of 
this expansion, however, is clear. The total commuta­
tor is given by 

[ell (x), eII(x')] = J dy(jy(x}fy*(x') - fy(x')N(x» 

and is invariant (hence, so are the canonical commuta­
tors) under the following transformation: 

fy - c(y)fy + d(Y)fy* , 

fy*-c*(y)fy* +d*(Y)fn 

c and d are arbitrary functions of y which satisfy 

c(y}c*(y) -d(y)d*(y)=1. 

(II. 7) 

This last is precisely the condition which also insures 
the preservation of the orthonormaUty relations (II. 5b). 

In order to specify a unique expansion we look to the 
propagator. Our propagator will be given by the develop­
mentally ordered vacuum expectation of the field product 

(0 I Dell (x) eII(x') I 0) 

= (0 I ell (x) ~(x') I 0) e(a - O!') + (0 I ~(x') ~ (x) I 0) e(a' - a). 

(II. 8) 

Correspondingly, we need to define a Fock space gener­
ated from the vacuum 10) by creation operators a~. We 
require the usual relations 

a y 10) = 0 = (0 I a~. 
Now one can check that the transformation (II. 7) will 

change the propagator but only by adding a real homo­
geneous solution of the field equation, namely, 
!dy[f:(x)fy(x') +fy(x)Jy*(x')]d(y)d*(y). 6 Thus it is the 
boundary conditions we impose on the propagator which 
determine (up to inconsequential phases) exactly which 
of the infinitely many possible f's satisfying (n.2) will 
appear in the field expansion. In this paper we will make 
the natural assumption that the boundary conditions are 
the same as in equal time quantization. This is equiva­
lent to insisting the fy are positive frequency solutions 
as later calculations will verify. 

As an alternative procedure for unique speCification 
of fn fy* one can Simply require that the particle-anti­
particle distinction be Poincare invariant. This means 
that the subspace spanned by fy must be Poincare in­
variant and orthogonal to that spanned by fy*. Such a 
decomposition of the solution space is unique and is the 
usual positive-negative frequency distinction, the same 
polarization which we were led to from boundary condi­
tion conSiderations. 

GRS use the positive-negative frequency distinction 
to determine a unique field expansion. Sommerfield on 
the other hand uses not time, but dilation frequency. 
This leads him to a theory where "particle" and "anti­
particle" are names which, though Lorentz invariantly 
defined, do not coincide with the usual Poincare invari­
ant chOice. It naturally follows that his propagator, 
which he does not diSCUSS, will be different from the 
usual one. 
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We can identify positive frequency solutions from the 
property that j(x) - 0 as t - - i 00, In terms of a and (3 
this limit is a - - i7r/2 + 00 or T = ea 

- - i 00, We check 
that our original choice for f provides the proper posi­
tive-negative frequency polarization: 

-Js exp(il3r)exp(1TjI/2)H~~)[exp(-i7r/2)co] 
:::: ~ exp(ii3Y)Kiy(oo)=O. 

The independent solutionfy*(a, 13) diverges in this limit 
but goes to zero as t - i 00, hence fy and fy* are positive 
and negative frequency, respectively. 

Finally, we can compute explicitly the propagator and 
commutator with the following integral7

; 

J::' dy fy(x) #x') = t J~ dy exp[iy({3 - (3')] 

X exp(1TjI)H~~)(e"') H~~;<e"") 

= -4
i 

Hci2 )([exp(2a) +exp(2a') - 2 exp(a + a') 

X cosh({3 -/3') - ita - a')€]l/~ 

-i [ =4Hci2)( (X_X,)2 -i(a _ a')€]l/~. 

Ev~uating (II. 8) we find 

(II. 9) 

(0 IDw(x) w(x') I 0) = ~ i H~2) «(x - X,)2 - i€]l/~. (1I,IO) 

This agrees with the usual propagator 

_z_' -f d 2k exp(-ik ·x) ~ -i H(2)([ 2 . ]1/2\ 
(21lY (k2 _ I + iE) - 4 0 x - tE /. 

The full commutator also agrees with the usual one: 

[w(x),w(x')]= -; e«X-X')~E(a - a')Jo([(x_x')2]1/2) 

. (II. II) 
= -2

Z 
e«x -x')~ E(t -t')Jo([x - X')2)1/2). 

III. EXTENSION OUTSIDE THE FORWARD LIGHT 
CONE 

In order to extend the field outside the forward light­
cone we can express each of the set of functions fy, 
known inSide the cone, in terms of solutions valid in all 
regions, exp(ik, x). 8 We have no reason to presume 
initially that such a Fourier representation will be 
unique. In the massless case it will not be! We inSist 
that the solutions fr be positive frequency, hence their 
Fourier representations are analytic as functions of x 
and t as long as Imt < 0 and I Imx I < I Imt I. Thus, though 
we initially know fy only in the region x+, x_ >0, we can 
find the values of the function in another region of 
space-time provided there exists a path from x •• x_ > 0 
(which we call region I) to the other region which lies 
entirely within the domain of analyticity of the Fourier 
representation. Representative paths for this analytiC 
continuation are given below in terms of a real parame­
ter, cf>, which varies from 0 to 1. The salient point of 
the continuations is the avoidance of the branch point of 
the Bessel functions at T = e" = 0 with a clockwise route 

J. Math. Phys., Vol. 15, No. 11, November 1974 

1894 

for positive frequency solutions. 9 

The extensions of fy* are just the complex conjugate of 
the extensions of f,. and (II. 6) is now a field expansion 
in all of space -time. 

If we expect the ordered product of fields to play the 
invariant role of propagator in the quantization we must 
require it to have translation invariance. For example, 
in region II as in region I we want to have 

a(x, x') = -.:. H~2)«((X - X')2 - iEP/2) 

= i1T Ko([- (x - X')2 +iE]l/~ 

=(0 IDW(x) w(x') 10) 

From (II. 6) and Table I we can compute, 7 in region II, 

(0 I w(x) w(x') 10) == 2~ J::, dy f J. a, (3)fr*( a', (3') 

= 21~ .. C dyexp(iY({3 - (3')] exp(-1TjI)Kir(e"')K ir(e"") 

I = 2; K o([exp(2a) +exp(2a') - 2 exp(a + a') 

X cosh({3- (3') +i({3- tl')€Y/~. 

(m.l) 

In this region (x - X,)2 = - exp(2 a) - exp(2 a') + 2 exp( a 
+ a') cosh({3 - {3'). Focusing attention on the branch speci­
fying term i({3- {3')E, in (m.l) one sees that we can iden­
tify the propagator with a developmentally ordered pro­
duct only if developmental ordering agrees with {3 order­
ing. As surfaces of constant {3 are space like here, {3 
ordering is equivalent to time ordering (as is a ordering 
in region I). If we want a developmental picture of the 
field evolving from surface to prOximate surface, the 
surfaces we take in region II cannot be hyperboloids 
since they do not provide the proper ordering. 

Similar reasoning requires ordering in region m to 
be along - (3 and in region IV along - a. Since fields 
commute at space like separations, all of these order­
ings are equivalent to time ordering. Even though our 
development is not time development, the ordering must 
be equivalent to time ordering. Having drawn that con­
clUSion, one can verify that in and between all regions 

TABLE I Continuation from forward lightcone. 

Region t+x t-x Path from Region fr 

I 

II 

m 

a (cp) == a - irrcp 
IV 

P{cp) = p 
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(0 I DcJ> (x)cI'(x') I 0) = ~(x, x') = ~i H~2)([(X _ X,)2 _ ie]l/~. 

We note that the set of integrals which verify the above 
statement may be derived by analytic continuation from 
the single integral belowo: 

r::. dyexp[iy(,9 - ,9')]K iy(e"') K_iy(e"") 

= 1TKo([exp(2a) +exp(2a') +2 exp(a + a') cosh(,8 - ,9')]1/2) 

IIm(,9-,8')1 +IImal + IIma'1 ""1T. (m.2) 

For example, the integral (m.l) is obtained with ,8- ,8 
+ i( 1T/2 - e), ,8' - ,8' - i( 1T/2 - e). It should be no surprise 
that the full commutator (II. 11) is also valid in all 
space-time, thanks to the same integral. 

In a picture of field development, regions II and m 
should be taken together since knowledge of the field in 
either region alone is insufficient to determine the field 
everywhere. In region II we can write the field expansion 

cJ> = A1T .( dy exp(ij:ly) Kiy(e") [exp(-1T'Y/2)a y 

+exp(1T'Y/2) a!y]. 

Evidently only the linear combination exp{-1T'Y/2)ay 
+exp(1T'Y/2)a!y can be recovered from the field, not ay 
and a~ separately. Region m provides knowledge of the 
linearly independent combination exp(-1T'Y/2)ay 
+ exp{ 1T'Y /2)a!y. 

All the considerations of this section can be joined into 
a coherent picture of field evolution as follOWS: We shall 
introduce a single parameter of development q and a 
"spacelike" or kinematic coordinate p defined differently 
in each region. 

In the past, evolution from surface to surface is on 
hyperboloids with q = - a, p = {3. Reaching the past part 
of the light cone at q = 00, we begin a new development 
in the elsewhere simultaneously in II and m with q = {3, 
p = a in II and q = -,8, p = a in m. The future develop­
ment is in terms of q = a, p = (3. 

All the surfaces q = const are spacelike and orderi!lg 
within past, elsewhere, and future is given by q order­
ing, equivalent to time ordering. Ordering among the 
three reqions is obviously past, to elsewhere, to future. 
Finally, surfaces of neighboring q are topologically 
neighboring in Lorentz space so that when interactions 
are introduced, one still has a well-defined local devel­
opment from surface to prOximate surface. 

The Hermitian structure defined in (II. 4) can be ex­
tended to all of space-time conSistently with q 
development: 

(-'" ) f (: * 0 X ocJ> *) '¥ X =1 dp cJ> - -X-- . , oq oq 
(m.3) 

The integral is over the entire q = const surface so in 
the elsewhere it is the sum of! da in region II and 
! da in region m. The orthonormality relations (II-5b) 
are now valid over the entire development from q = - 00 

past to q = 00 future. The Hankel function Wronskian 
establishes (II. 5b) in the future and past. In the else­
where one needs the integralll 
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~ f~ daKiy(e")Kiy,(e"') = YSi~(1T'Y) I>(y-y'). 

To complete the picture, canonical commutation rela­
tions can be verified with 1T=OcJ>/oq: 

[1T(p, q), cJ>(p', q)] = - il>(p - p'), 

[?T(p, q), 1T(P', q) 1 = 0 = [cJ>(p, q), cJ>(p', q)] = o. 
The developmental operator is 

D(a)=} f dP[(~;r +eo~r ±exp{2a)cJ>2]. 

The + Sign is for the future and past and the - Sign is 
needed for the proper development in the elsewhere. 

The extension of forward light cone quantization that 
we developed in this section uses {3= const surfaces in 
the elsewhere. Though this was convenient because of 
the coordinate system we used, it is by no means neces­
sary. Similar results should be obtainable from any 
appropriate space like set of surfaces. 

IV. MASSLESS SCALAR FIELD 

The massless scalar field cannot be achieved as a 
limit m - 0 of the massive field. Mter reintroducing the 
mass parameter in the massive field expansion functions 
with the substitution x" - mx" (e" - me"), one can easily 
check that there is no asymptotic function associated 
with the limit m - O. Fortunately, the massless field in 
two dimensions is trivial to solve, and our diSCUSSion 
will thereby be much simplified: 

o 0 
DcJ> =2--cJ> =0, cJ>=cJ>.(x.)+cJ>-<xJ. ax. ox_ (IV.l) 

cJ>. and cJ> _ are arbitrary functions of their arguments. 
From this fact it is easy to guess (and check) that in a 
harmonic decomposition of the field cJ> = !dy exp(i/3y)Ay(a) 
the functions Ay(a) exp(i{3y) must be proportional to 
(xYy or (xJ-iY. 

It is clear from the onset that the functions (x.,>iy (or 
linear combinations) are not intrinSically positive or 
negative frequency in the sense that the limits t - ± i 00 

are oscillatory. This prohibits any unique extension of 
the field expansion outside the forward light cone. Of 
course the impossibility also follows from the fact that 
cJ>" in the future where x., x_ >0 do not determine cJ>" 
when x" <0. Though the Cauchy problem in the future 
alone is well-defined, we want a field expansion in all 
space-time. Accordingly, we shall take the task of 
first expressing the propagator in all regions in har­
monically decomposed form and from it deduce the 
field expansion. 

We must now choose the boundary conditions on the 
propagator. This causes some difficulty as the momen­
tum space representation of the two-dimensional prop­
agator diverges. We can take the standard approach, 
however, with a cutoff near zero momentum and ignor­
ing the remaining (infinite) constant one has 

~(x)= - 4
1
1T log(x 2 -ie}. (IV. 2) 

Alternatively, this is the m - 0 limit of the massive 
propagator (- i/4)Hri 2

) ([(mx)2 - i€]l/2), neglecting the 
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infinite constant limm-o() -(1/41T)logrn2
• 

Though (x.)lr are complete set for square integrable 
functions (i. e., square integrable Cauchy data) on 
hyperboloids, the logarithmic propagator is not in that 
space of functions. We will need to add a discrete point 
to the spectrum of the harmonic decomposition of the 

1896 

field with functions 1 and logx.. Unfortunately, these 
solutions will not allow the field to be Hermitian in this 
y = 0 subspace, as we shall see. 

We now write the unique harmonic decomposition of 
the propagator -(1/41T)lOg[(X-X,)2_ iE ]: 

~ 1 U~ exp(1TY) (x'.n. +iE)/Y ~ -8 6 dY'nh J. -log(x'nj-iE)-log(x"nj+iE), t>t' 
A( ") 1T j'" ')lSI 1TY x·nJ. -zE 
.... x,x =( ·00 

1 ., e ) x . n . + iE ir 
-8 L[f. dy ~~1TY (, J .) -IOg(x'.nj-iE)-IOg(x.nj+iE)], t'>t. 

1T j=' .00 Y SI 1TY X· n j - ZE 
(IV. 3) 

For the purposes of comparison with the four-dimen­
sional case, we use a slightly more general notation in 
the following formulas. We use x'n+=t +x [n+=(1, -1)] 
and X· n. =t - x [n.= (1,1)] instead of x+ and x .• 

The pole at y = 0 is regulated by a standard principle 
value regulation. We have chosen to use the positive and 
negative frequency extensions of (x' nj)/Y, namely 
(x' nj 'f iE)lr, though at this point we could just as well 
have used, for example, even and odd extensions 
IX'njl/Yand Ix·njli'E(x·nj ). 

With this propagator expansion it is not difficult to 
deduce the field expansion by demanding it satisfy 

(0 I T<I>(x) <I> (x') 10) = 6.(x, x'). (IV. 4) 

The use of T, time ordering, follows the considerations 
of the previous section and will be more thoroughly dis­
cussed shortly. 

One finds 

<I> = j~Q""OOdy(jy(X' nj ) ah) + !r*(x. nj ) a}(')I» 

+ ~ (log(x' nj +ie)aj.- aj +log(x. nj - iE) b j - b}~ , 

1 (exp(_1TY»)1/2 . 
fy(x·nj)=rn:::. 'nh (x'nj -iE)". 

v81T ')lSI 1r)I 
(IV. 5) 

The a's and b's as usual satisfy 

Our laxness in the consideration of cummutators in 
this section can be justified by the observation that 
Ox6.(x, x') = - ia 2(x- x') implies, for example, in the 
forward light cone 

( 0
2 

(
2

) exp(2q)ox(0 I T<I>(x) <I>(x') I 0) = \aq2 - a ~ (0 I T<I>(x) <I> (x') I 0) 

(IV. 6) 
=(0 I [o~~) , <I> (x')] 10) a(q -q') = - ia(~ - W) a(q -q'). 

Since the vacuum expectation of the commutator is the 
commutator at least for the free field, the T product 
implies canonical hyperboloidal commutators. In fact, 
direct computation shows the field (IV -5) gives the usual 
full commutator 
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<I> (x), <I> (x')] = 2" O«x -x')~ E(t -t'). (IV. 7) 

The y"* 0 part of the field expansion was chosen to be 
Hermitian while there seems no way to make this so for 
the discrete part. In the following we ignore the dis­
crete part as it seems characteristic only of the two­
dimensional massless scalar field and is therefore not 
of importance for general conSiderations. 

The field again admits a Hermitian form in terms of 
Cauchy data on hyperboloids: 

(<I>,X)=iL! d~{<I>*E(X/J)X/J"ox -XE(X/J)X/J~<I>*) 
IJ.==± x2=const \ uXIJ. uXIJ. 

(IV. 8) 

The integral here is over both branches of the hyper­
bolOid in contrast to the massive case. ~ is as in the 
first sections of this paper. The Lorentz invariant mea­
sure d~ can be written alternatively dx,/I x+1 or dxj 
I x.l. ~ /J=± E(X,,) x/L (0 /oxJ is a more convenient form, for 
the purposes of this section, of 0 /oq. 

With respect to (IV. 8) f, and fr* are orthonormal: 

(jy(x, nj ), fy.(x, nj'» = a(y - y,) aj,j" 

(f,*(x' n j ), !r*.(x·nj.» = - a(')I - y') aj,j" (IV. 9) 

Ci,*(x' n), f,. (x· nr }) = (j,(x' nj ), fy*.(x· nJ'» = O. 

These relationships are equally valid if the integration 
(IV. 8) is performed on surfaces x 2 <0. This means that 
the operators a;<y) and aj(y) may be recovered from 
Cauchy data given on any hyperboloid x 2 = const, x2 > 0 
or x 2 <0. 

Let us review the results of this section in a slightly 
different Order to parallel the logic of Sec. III. We have 
seen that Cauchy data on both sheets of any hyperboloid 
are necessary to determine the massless field. Conse­
quently, our initial quantization involves both regions I 
and IV where x 2 >0. We can then use knowledge of the 
quantum commutator and boundary conditions on the 
propagator [alternatively, just knowledge of the prop­
agator per (IV. 6)] to construct an appropriate field 
expansion in x 2 >0. We took the usual propagator to 
guide us, and the result is the field expansion (IV. 5). 
The expansion is evidently a solution of the field equation 
everywhere in space-time, and so we can proceed 
immediately to check that the vacuum expectation of the 
field product, when properly ordered, gives the chosen 
propagator in x 2 <0 also. But regardless of region, 
(0 I <I> (x) <I> (x') I 0) is given by the top right side of (IV. 3) 
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and (01 eI>(X/) eI>(x) I 0) is the bottom right side. Also the 
harmonic decomposition (IV. 3) is valid in all regions, 
so whenever ordering makes a difference, we must use 
time ordering. 

The development picture we gave in the massive case 
cannot go through with a massless field. The reason is 
obvious; eI> and ()eI> /()q given on q = - 00 of the past is not 
sufficient Cauchy data. We do not know how to modify 
the picture to include massless fields. It may well be 
that this type of quantization for massless fields can 
only be useful in the future (or past) alone when inter­
actions are introduced and an exact solution in terms of 
Cauchy data is therefore impossible. 

V. THE DIRAC FIELD 

The spin 1/2 field goes through in the same way that 
the scalar field did. In particular, continuation outside 
the forward light cone follows the same considerations 
and prescriptions. 

The Dirac equation reads 

(i~-m)</i=O, ;jj(-i~-m)=O, 

° fO 1\ I (0 1) 
y =\1 0)' ')' = -1 0 ' (V.l) 

li!=</ityo. 

It will be convenient inside the forward light cone to 
use again coordinates r = eO<, f3. We introduce also 

yT=(~a ~-) ya=C~a ~-a) 
in order to rewrite the Dirac equation (again scaling 
coordinates by m): 

~• T a iya a ~ 
l')' - +-- - </i=0 

()T T a fj . (V.2) 

We can note the natural bilinear form associated with 
the' Dirac equation in this form: 

(V.3) 

As with the scalar case the integral is over a single 
sheet of any hyperboloid x 2 > O. 

Performing a harmonic decomposition of the field, 
one has 

</il = J dp exp[ifj (p + i/2)] P p( r), 

iJ!2 = J dp exp[ifj(p - i/2)] Qp( r), 

d.E:.... - i (p +i/2)\P = Q \dr r ) p P' 

i~~ + 1: (p - i/2»)Qp =Pp' 

Solutions of these coupled equations are 

Pp = exp[ 7T/2(p + i/2)]Hj(p+I/2)( r), 

Qp = exp[ 7T/2(p - i/2)] Hj(P_i /2)( r), 

or 

Pp = exp[ - 7T/2(p - i/2)] Hj(P+i /2)( r), 

Qp=exp[-7T/2(p +i/2)]Hj{p_i/2)(r). 
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The H's are Hankel functions of first or second kinds. 

As in the scalar case we demand that the propagator, 
developmentally ordered vacuum expectation of the 
field product, must match the usual boundary conditions. 
Equivalently, we match positive frequency solutions 
with destruction and negative frequency solutions with 
creation operators: 

(0 I D</i(x) lj!(X') I 0) = ~s(x, x'), 

~s(x, x') =(il?"x + 1) ~(x, x'). (V.5) 

The expansion which satiSfies these requirements is 
given below: 

l/ij = J': dpXj,pa(p} + Yj,p bt(p). 

X1,p= A exp[if3(p +i/2)]exp(7T/2(p +i/2}]H\~~+i/2)(r), 

X2,p = }§. exp(if3(p - i/2)] exp( 7T/2(p - i/2)]H\~~_j/2)( r), 
(V.6) 

Y1,p =}§. exp(ifj(p + i/2)] exp( - 7T/2(p - i/2}] H\~~+i/2)( r}, 

Y2 ,p = Ar exp(ifj(p - i/2)] exp( - 7T/2(p + i/2) lH\~~_1/2)( r). 

The a's and b's are quantized with the usual anticommu­
tation relations. The x's and y's satisfy orthonormality 
conditions with respect to the bilinear form (V. 3): 

(Xp, Xp.) = li(p - p') = (Yp, Yp') , 

(V. 7) 

Since the functions X and Y all satisfy the Klein­
Gordon equation, we are in a position to continue the 
entire field into all regions of space-time by the pre­
scription given in Table I, Sec. III. 

Though in the interest of brevity we will not explicitly 
carry out this continuation, one finds as in the scalar 
case that in order to insure a translation invariant prop­
agator, the ordering must be time ordering or an equi­
valent one. Not unexpectedly, therefore, the develop­
ment picture of Sec. III is also appropriate for the 
massive Dirac field. 

For completeness we give the full space-time field 
expansion for the massless Dirac field. The massless 
equation can be written Simply 

P.~"'~~ a;}d. (v. a) 

The solution is 

'Pl = ?/!+(x), </i2= </iJxJ. 

The propagator is again derived from that of the scalar 
field: 

(V.9) 

There is no IU5arithmic difficulty in the spinor case, 
and no discrete point in the Lorentz decomposition 
spectrum is needed. The expansion of the field which 
gives the above propagator as a time ordered vacuum 
expectation follows. The same considerations apply here 
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as in Sec. IV where time ordering is also used: 

<PJ = 1.: dpXp(x .nj)aj(p) + Yp(x, nj ) b j(p), j == ±, 

X ( ) 1 . 1 (+. . )-iP-l/ a 
p x·nJ = {2i [1 +exp(21Tp)]1/a x·n j xc , 

Y ( ) 1 1 (. )-lp-1/2 
p x·nj =={2i [1 +exp(_21Tp)]1/a x'nj-t€ • 

VI. FOUR-DIMENSIONAL FIELD 

(V. 10) 

We shall limit our discussion of the four-dimensional 
case to a presentation of the field expansions for the 
massive and massless scalar Hermitian fields which 
satisfy the criteria developed in preceeding sections. To 
wit, the expansions will be in terms of a complete set 
of orthonormalized solutions with positive and negative 
frequency associated with destruction and creation 
operators, respectively. Explicit verification of the 
commutator and propagator relations is quite difficult, 
but we can rest on two less direct arguments. First, 
given a choice of Lorentz harmonics (ours are essen­
tially those of Sommerfield, unlike those used by GRS), 
the expansions following the above criteria are unique 
up to phases. Second, one can check routinely by mani­
pulating the resulting integral expressions that the prop­
agator and commutator satisfy the appropriate differen­
tial equations and that the commutator satisfies the 
Cauchy data, i.e., canonical commutators, of the usual 
field commutator. 

First of all we wish to perform a Lorentz harmonic 
analysis of the field. Recently the problem of determin­
ing Lorentz harmOnics has been solved in the general 
contest of O(n, N) harmonic analysis on hyperboloids by 
Strichhartz,12 though the special case of interest, four­
dimensional Lorentz space, was well known in the 
literature. The results we describe below follow 
straightforwardly from Strichhartz' work. 

We begin in the forward sheet of the hyperboloid 
xl- == t2 

- x~ - x~ - x~ = 1. The space of square integrable 
functions on that base space with Lorentz invariant 
measure, 13 dlL=d3,I/(1 _X2)1!2 can be decomposed into a 
direct integral of irreducible representations of the 
Lorentz group. The representations can be labeled by 
a real parameter p > O. Function elements within a 
given representation can be parameterized by a point n 
in the two-dimensional unit sphere nf + n~ +n~ = 1. The 
decomposition can be carried out with the following 
functions: 

S () 1 ( );P-1 p,n ~ ==.fii3 p n' ~ . (VI. 1) 

As a 4-vector ndenotes the null vector (l,n). Sp,n satis­
fy the Casimir eigenvalue equation 

- Of! Sp,n == (1 + p2) Sp,n' (VI. 2) 

Of! is the negative of the wave operator, 

02 02 a2 02 

o ot2 - ox~ - o~ -ax; 
restricted to the unit hyperboloid. Sp,n also satisfy the 
following completeness and orthogonality relations: 
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(VI. 3) 

The measure dnn is the Lebegue measure [d(cosB)d<p] 
on the two-sphere, and 02(n - n ') is the corresponding 
Dirac distribution 0(<P - <p') o(cosB - cosB'). 03(~ - .!') is 
the Dirac distribution on the hyperboloid, 
J tilL 03(~ -~/)fh)== th/). 

One additional fact about SM is needed in this context. 
S:,. and Sp,n" p fixed, span the same space of functions. 
Thus JdlLSp,nSp',n':=O unless p=p'. This will be useful 
in the proof of orthonormality relations for the field 
expansion functions. 

Again, we will quantize the massive field first in the 
forward light cone. Performing a Lorentz harmonic 
analysis 

<I>(x)== J dpd2n nA p ,.( r) Sp,n(~)' 

We are using scaled coordinates with homogeneous 
coordinates ! .. = x .. / r for the "kinematic" dependence. 
The field equation (0 + 1)<1> == 0 is now 

( 
02 3 0 1 

-2 + -- -"2 Oh+ 1)<I> 
OT r or r -

O. (VI. 4) 

This results in an equation for Ap,n(r): 

( 
d2 3 d ~ ) 

dr2 +"Tdr+ r +1 Ap,n(r) ==0. 

We take independent solutions proportional to r-1 H);)(r) 
and r-1Hg)(r). 

Again we introduce a natural Hermitian structure into 
the solution space of (0 + 1)<1> == 0: 

(X <I»==ifdhfx*~<I>_<I>~X*). (VI. 5) , \ or or 

The measure dh is the invariant rdll and the integral 
may be performed on the forward sheet of any 
hyperboloid. 

With respect to (VI. 5) the following is a complete 
orthonormal set of solutions: 

V =.2... exp(1Tp/2) H~2)(r)(n' X)iP-l 
p,n 21T T ,p -, 

V* ==.2...exp(-1Tp/2) H(I)(r)(n.xt iP -1. 
P,n 21T r ;p -, 

(Vp,n, Vp',n') = o(p - p') 02(n -n'l, 

(V:,n, v:.,n') = - o(p - p') 02(n - n /), 

(V:,n, Vp',n') == 0= (Vp,n' V:',n')' 

(VI.6a) 

(VI. 6b) 

In the same way that we did in two dimensions it is 
simple to show that Vp,n and V:,n are positive and nega­
tive frequency solutions, respectively. Thus we are led 
to the four-dimensional field expansion14 

<I> := 10"" dp J d2n n(Vp:n a!.n + Vp,n ap). (VI. 7) 

Just as in two dimensions analytic continuation of V and 
V* makes this a full space field expansion. 

The zero mass field is slightly more complicated. 
To begin we enquire how the harmonies Sp,n(~) can be 
extended to solutions of the wave equation 
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Independent solutions for A p ,. are riP-I, We can note 
that rIP-1(n' az)lP-l == (n' X)IH. Also Since Sp .(.!) and 
S:,n' (az) ~pan the same space and Since r-1p-1S:,n'(,!) 
ex: T- Ip -1 (n.l, :!tlP-l = (n', xt IP - 1, we will find it notationally 
convenient to use r- 1P-1 S:,n instead of r-1P-1Sp,n as a mate 
to rIP-1Sp,n' We can then use (x'n)IP-r, -00 <p <00, as a 
complete set of solutions, 

Just as in two dimensions, the massless field requires 
Cauchy data on both sheets of the hyperboloid ,.a = const, 
To get to the lower sheet we again use positive and 
negative frequency extensions of (x· n)IP-l, namely 
(x· n - iE) Ip-l and (x' n + ie) /P-l. The appropriate Hermitian 
form is also an integral over bolh sheets of the 
hyperboloid: 

(VI. 8) 

To sum up we list a complete orthonormal set of 
solutions to OI> =0 in all space-time: 

v (x) =1 p e~( - 1Tp)V/
2 
(x' n _ ie)+ iP-l , 

p,n \itf!smh1Tpl ' 

V* ()~exp(_1Tp~1/2( • +')-IP-l 
p n X 2 -3 'nh x n tE , , 'IT Sl 1Tp 

(Vp,., Vp',n') 5(p - p') 52(n - n'), 

(V! .• , V:'.n') - 5(p - p') 02(n - n'), 

(V:,., V.'.n') = 0 = (V.,n' V:',n')' 

(VI. 9a) 

(VI. 9b) 

We remind the reader that here -00 <p <00. Verification 
of the orthonormality properties of the V's is a tediOUS 
but straightforward task using the orthonormality prop­
erties of the Lorentz harmonics S •• n(az). 

The field expansion in four dimensions below and the 
expansion functions (VI. 9) bear a very close resem­
blance to their two-dimensional counterparts (IV. 5): 

(VI. 10) 

Indeed our notation conventions were chosen to empha­
size the similarity. In particular, the parameteriza­
tion of Lorentz harmonics of a given irreducible repre­
sentation by pOints on an n - 2 sphere (n dimension 
space-time) accounts for the L;Jd which represents the 
two points, ± 1, of the zero-dimensional sphere. 

The reader may wonder about the e(x,,) or e(l) factors 
which occur in the definitions of Hermitian forms for 
the massless case. They are necessary to match the 
a jaq direction of field development we discussed in the 
massive case, and in the final analysis are the result of 
the chOice of a positive direction for time. POSitive 
and negative frequency solutions are naturally orthogo­
nal with the chosen Hermitian form. On the other hand, 
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if in the field expansion we used odd and even solutions 
In' xl IP, In. xi lP ~(n • x) which are naturally orthogonal 
with the Hermitian form excluding e(x,,) or e(l), then the 
propagator would respect the time-reversing symmetry 

~(x, x') = ~(- x, - x'). This last is, of course, not true 
for the usual positive time-directed propagator. 

VII. CONCLUSION 

In investigating the problem of quantization on hyper­
boloids we have been led to full space field expansions 
which have the same propagator and commutator rela­
tions as the usual approach to quantization. In regions 
x2 <0 we found, to no great surprise, that the timelike 
hyperboloids are unsuitable for a surface-to-surface 
development picture. Nonetheless, one can salvage a 
Hamiltonian deployment of the S matrix from far past to 
far future by interpolating between backward and for­
ward light cone with a set of cones having apex at the 
origin. We carried out the procedure expliCitly in the 
two-dimensional massive case. 

Unfortunately, massless fields are not amenable to 
this "patching up. " That does not preclude application 
of the quantization on surfaces x"x,,=const, however. 
First of all one has at the least achieved a reduction of 
the field by the homogeneous Lorentz group instead of 
the usual reduction by the translation group (Fourier 
analysis). Explicit presentation of invariance properties 
with respect to the homogeneous Lorentz group is just 
one of the advantages of this decomposition. 

Secondly, if necessary, one can retreat to the for­
ward light cone where problems with the massless case 
do not arise. The retreat can be made in two ways. One 
can content oneself with whatever information is con­
tained in the forward light cone or, alternatively, sim­
ply place the zero of the coordinate system in the past 
of any relevant events, which is the suggestion of 
Somme rfield. 

Finally, in Euclidean space surfaces x" x" = const are 
connected spheres and the normal (radial) development 
spans all space. Massless fields there can cause no 
difficulties and perturbation theory is in principle 
straightforward. 15 
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An expression is derived, Eq. (59), for the mutual coherence of an initial plane wave signal that has 
propagated a distance, z, into an anisotropic random medium. This expression is valid for cases in 
which the characteristic radiation wavelength divided by 211.)../211 is roughly speaking of the same 
order as, or greater than, all characteristic correlation lengths in the direction perpendicular to the 
mean propagation direction, which is taken to lie in a horizontal plane. The exact condition is given 
in Eq. (48). We require >:'/211 to be much smaller than all characteristic correlation lengths in the 
horizontal plane. Two derivation procedures ar~ used. One follows that introduced by Beran (J. Opt. 
Soc. Am. 56, 1475 (1966) 1 for cases in which )../211 is much smaller than all characteristic correlation 
lengths and one is based on introducing simplifications in a Bethe-Salpeter equation. We discuss the 
problem of the loss of spatial coherence of an acoustic signal due to scattering by the ocean 
temperature microstructure in the light of the theory presented. 

1. INTRODUCTION 

Most work on the propagation of a radiation field 
through a random medium has been carried out under 
the assumption that klm » 1, where k is the radiation 
wavenumber and lm is the minimum correlation length 
associated with the random medium. In this case solu­
tions are available for the mutual coherence function 
(which is directly related to the resolution limitation 
resulting from the presence of a random medium) for a 
wide variety of situations. In the case of propagation of 
a plane wave incident on the random medium, for ex­
aplple, the solution for the mutual coherence function, 
{r}, defined by Eq. (29), is l 

{r(Xl2 , Yl2' z, v)} =I(v) exp(k2z [O=(Xl2' Yl2) - u(O, 0)]). (1) 

The coherence function is written here for two pOints in 
a plane a distance z into the medium. The coordinates 
Xl2 and Yl2 are difference coordinates defined by the 
pOints in the z plane. Further, 

U(Xl2>Yl2)=ir: O'(X12 ,Y12, se)dsz , (2) 

where a(x12 , Y12, sz) is the correlation function associated 
with the inhomogeneities in index of refraction. It is not 
required that a(x12 , Yla, sz) be statistically isotropic but 
the medium is taken to be statistically homogeneous. 
The preCise conditions for the validity of the solution 
are 

klMB2« 1, 

k2u(O)~z« 1, 

k(J4~z« 1, 

(3a) 

(3b) 

(3c) 

where ~z is some distance for which ~z» lM' lM being 
the largest important characteristic correlation length 
associated with a. The angle B represents the largest 
characteristic angular spread of the radiation. Condition 
(3a) is a somewhat stronger form of the condition kl 
»1. If B = O(l/klm) and lM = O(lm)' the conditions aremthe 
same. Condition (3b) essentially requires that the fluc­
tuations in index of refraction be very weak. 

One source of scattering of acoustic signals in the 
ocean is the temperature microstructure and it is this 
source that motivates the present study. Since the fluc-
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tuations in the index of refraction that are associated 
with the temperature microstructure are very weak, the 
above described theory i~ applicable for high frequency 
acoustic signals, where klm» 1. The temperature 
microstructure in the ocean is very anisotropic, with 
correlation lengths defined by measurements taken in a 
horizontal direction being orders of magnitude greater 
than corresponding lengths defined by measurements 
taken in the depth direction. The theory presented in 
this paper is applicable to a highly anisotropic flu~tua­
tion field, wher~ in place of !!Ie req~rement that klm » 1 
we require that klHm» 1 and klVY« (klHm)l/2(lHm/lHM)1/2. 
Here, lHm is the minimum correlation length for mea­
surements in a horizontal direction and lHY and lVY are 
maximum correlation lengths for measurements in a 
horizontal direction and the vertical direction, respec­
tively. (We note that this second inequality is, in..£;en­
eral, a good deal weaker than the inequality that klvM 
« 1). We consider the mean propagation to be in the 
horizontal direction and, for convenience, we assume 
that the statistics of the refractive index field are 
isotropic in the horizontal plane. 

For an isotropic medium, the single scattering solu­
tion shows that the characteristic angular spread of the 
scattered radiation is O(l/klm) when klm » 1. This result 
is crucial in making suitable apprOXimations necessary 
to obtain the solution given in Eq. (1). On the other 
hand, if klM« 1 and the random field is isotropic then 
the angular scattering is isotropic. We might expect on 
this basis that if klv M« 1 and klHm» 1, then scattering 
in the horizontal plane would have an angular spread of 
order l/klHm , whereas in the vertical plane it would be 
isotropic. This is not the case, nowever, and direct 
calculatio~ shows that although BH = O(l/kIHm) we obtain 
Bv= O(1/(kIHm )1/2). 

In the next section we present a single scattering 
solution that yields the above results. These results are 
then used to motivate the approximations required to 
derive a multiple scatter solution analogous to that 
given in Eq. (1). The procedure is identical to that used 
by Beran. l The resulting expression is given by Eq. 
(59) and the conditions to be satisfied for this expres­
sion to be valid are summarized in Eqs. (63) and (64). 

Copyright © 1974 American Institute of Physics 1901 
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In an appendix an alternate derivation of Eq. (59) is 
presented, which is based on introducing Simplifications 
to a Bethe-Salpeter type equation that may be written 
for the coherence function. In Sec. 4, we consider index 
of refraction fluctuations with a spectrum that may be 
described by a simple power law. Albegraic expressions 
are obtained for the horizontal coherence length; i. e. , 
horizontal s('paration distance for the coherence func­
tion to decay to 1/ e of its zero separation value. The 
coherence length is related to the maximum useful array 
length for the coherent addition of received signals. 

2. SINGLE SCATTER SOLUTION 

A simple way to determine the angular spectrum re­
sulting from the scattering of a plane wave by a random 
medium is to consider the geometry given in Fig. 1. 

A time harmonic plane wave impinges on a finite 
scattering volume and we calculate the intensity of the 
scattered radiation at a very distant point (R, e), where 
R » kIJ2. For an isotropic random medium we find the 
well-known result that e= O(l/kl ) if kl »1, i. e. , 
{i(R, e)} '" 0 for e» !/klm• On the 7>ther hand {i(R, e)} is 
independent of e if klm «1. In the present study we are 
interested in an anisotropic medium with different 
characteristic correlation lengths associated with dif­
fering directions. We thus have three pairs of lengths 
(lxm' l,,},[) , (lym,ly}'[) and (lzm,lz}'[)' We shall study com­
binations of conditions to show the nature of the prob­
lem, but in this paper we shall be particularly interest­
ed in the case kl M« 1, klxm » 1, kZ"m» 1. Here we shall 
find that e:r=O(l/kl"m) and ey=O(1/kZ"m)l/2). 

The equation governing the propagation of a pressure 
signal in water with a variable index of refraction is 
taken here to be 

1 (j2p 
V2p = e2(x) Tt2 ' (4) 

where p(x, t) is the pressure field and e2(x) is the varia­
ble speed of sound. There are a number of approxima­
tions necessary to obtain Eq. (4) (see Chernov2). In 
particular we choose here e2(x) rather than e2(x, t) 
since we shall use ensemble averaging and can choose 
the properties of the water to be fixed in each realiza­
tion of the ensemble. It is convenient to rewrite Eq. (4) 
as 

{n2} (j2p 
V2p= {e}2 [1 +€J.L(x)] Tt2 ' (5) 

where the braces { } indicate an ensemble average. The 
term {e} is the mean sound speed and J.L(x) denotes a 
centered stochastic process of unit variance defined by 
the randomly varying index of refraction field. The 
term {n2} is defined by the equality 

(6) 

and € is a measure of the strength of the index of re­
fraction fluctuation field. In all of our studies we shall 
assume that €« 1. To first order in E, therefore, {n2

} 

=1. 

For narrow band signals, with central frequency "ii, 
it is convenient to introduce the approximation 
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P(x' t) = Re[p(x, v) exp(271ivt)] , (7) 

where p(x, v) is the complex pressure field. Substitution 
intoEq. (5) yields 

V2p + k2[l +€ J.L(x)] p = 0, (8) 

where 

(9) 

The single scatter solutions are obtained by writting 
the solution in the form 

(10) 

where Po(x) and PI(x) are independent of €., and by drop­
ping all terms of order €2 and higher. For an initial 
plane wave incident on the scattering volume we have 

Po (x) = (lP /2 exp (ikz), (11) 

where P1 (x) satisfies the equation 

V
2PI + k2PI = - k2 J.L(x)Po(x) 

= - k2 J.L(x)(j)1/2 exp(ikz). (12) 

In Eq. (11), j might be termed the intensity of the ini­
tial plane wave although this definition differs slightly 
from the usual definition used in acoustics studies. The 
solution of Eq. (12) is to satisfy the radiation condition 
far from scattering volume and we write the result as 

~ (x)-- k2fj)1/2j exp{ik[r(x,x')+z']} (')dx' 
PI - 471 r(x,x') J.L x , 

(13) 
where r(x,x') is the distance between x and x'. The 
integration is over the scattering volume. 

Defining the intensity of the scattered radiation field 
by 

(14) 

yields the following expression for {is}: 

{f (x)}- k4j ffeXP{ik[r(x,x') - r(x,x") + (z' -z")fr 
s - (471)2 r(x,x')r(x,x") 

x u(x' ,x") dx' dx" , (15) 

where 

u(x' , x" ) = eat: J.L (X' ) J.L (x" )} (16) 

is the spatial correlation function defined on the index 
of refraction fluctuations. 

Initial Plane Wave 

FIG. 1. 

(Scattering Volume -
Characteristic Size D. 
where -kD»1 

DlfM" I) 
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Introducing homogeneous statistics and the far field 
approximation enables us to accomplish a partial in­
tegration of the right-hand side of Eq. (15)-see, for 
example, Beran and Parrent. 3 We write the result 

~ ~j f [.-(uox \1 {Is (x)} = (41T)2R2 u(u) exp - zk R - u.JJ du, (17) 

where u = x' - x" is the difference coordinate. We shall 
make u~e of Eq. (17) to demonstrate the dependence of 
the angular variation of the scattered intensity on cor­
relation lengths defined by the index of refraction fluc­
tuation field. 

To this end we introduce a correlation function of the 
following form: 

u(u) = cro exp [- (~ + ~ + ~)l 
x y z 

(18) 

[We emphasize that Eq. (18) is not meant to represent 
a realistic description of the index of refraction fluctua­
tion field that is caused by the ocean temperature 
microstructure but is only introduced to provide the in­
sight we require. ] 

Substituting Eq. (18) into Eq. (17) and integrating 
yields 

{

A ()} croli4jV 3/2 
Is x = (41T)2R 2 1T lxl/z 

In spherical coordinates, i. e. , 

x=R sinO cosCA 

y = R sine sincp, 

z=Rcose, 

{

A (x)} crok4jv 3/ 2 
Is = (41T)2R2 1T 1X1y1z 

(19) 

(20) 

x exp{ - tk2[(l; cos2cp + 1; sin2cp) sin2 e + 1;(1 - cose)2]}. 

Consider now a few possibilities: 

(A) 1x = ly = lz = I, where kl» 1 . 

This is the usual case discussed in atmospheric prop­
agation studies. Here 

{

A Uok4Jv [ 1 - ] 
I~(x)}= (41T)2R2 1T

3/213 exp - 2:k212(1 - cose) 

Thus, {J~ (x)} is only appreciable if 

1 - cose« 1. 

Therefore 

1 - cos e ,., rp /2, 

and 

e = 0(I/k1). 

(B) lx=ly=lz=l, where kl«l. 

(21) 

(22) 

In this case all correlation lengths are small compared 
to the radiation wavelength. Here, 

(23) 
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and the scattering is isotropic. 

(C) 1 = l, kl »1, kl« 1. x. x y 

This is the case of interest in this paper. The vertical 
direction is the y direction. Here, 

{~(x)} 

Scattering in the vertical direction is investigated by 
choosing x = R sine cos cp = O. We find 

(24) 

{~(xv)}= (~:);; r/2l~lyexp{-tk2l~(1-cose)2]. (25) 

For the exponential term to be appreciable we must have 

(1 - cos e)2 « 1. 

Therefore 

k2t: et. = 0(1) 
4 4 ' 

and 

(26) 

Scattering in the transverse horizontal direction is in­
vestigated by choosing y = R sine sincp = 0 or coscp = 1. 
Equation (24) is then 

{ rc (x)} crok4iv 2 [1-2 2( )] 
lS H = (41T)2R2lxlyexp-2:k1xl-cose . 

This is similar to case (A) and yields 

eH = O(l/fil). 

(27) 

(28) 

Examination of the results of case (C) shows that for 
single scattering we may expect that the horizontal angu­
lar spread will be of order J./klx while the vertical 
spread will be of order (l/kl),/2. The same type of 
analysis holds in general for an arbitrary function u(u). 
We only require that kl «1 and kl » 1. 

yom xm 

The statement that 

e = 0(1/kl"m) 

means that scattering from the smallest scale fluctua­
~on gives e= O(I/klxm ). The !..argest scales give e= 0(1/ 
klxM). Since, however, lilxM > kZxM, we usually use only 
the order of magnitude associated with kZ . xm 

For the case lilYM« [(kl"'M) 1/2(1_/lx,,)1/2] similar analy­
sis shEWS that e is 0(1/(kZxm)1/2). In general we find that 
when k1xm ::: 1, e is no greater than 0(I/klxm F/2) for all 
values of klyM ' 

The results given in Eqs. (26) and (28) are only valid 
for single scattering, but we shall see in the next sec­
tion how these results motivate approximations that 
allow us to solve the multiple scattering problem. 

3. MULTIPLE SCATTER SOLUTION 

In th~s section we study the mutual coherence function, 
i. e. , {r(xI'Xa, il)}; defined on the complex pressure 
field according to 
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(29) 

We use this definition here in the interest of Simplicity 
of presentation. See Refs. 1 and 3 for a proper defini­
tion for finite band stationary signals. The random 
medium is confined to the half-space z > O. Homo­
geneous statistics are assumed. The problem of a plane 
wave radiation field incident from z - - 00 is considered. 
Using the results of the last section we neglect any 
backscattered radiation which enables our writing the 
following expression for {r} for two points in the half­
spacez<O, 

{r (x1 ,x:! , v)} == I exp[ik(z 1 - Z2)]' Zv Z2 < O. (30) 

By virtue of the restriction to homogeneous statistics, 
the general solution in the half-space z > 0 is of the form 

{r(X12 , Y12' Z12' Z, V)}, 

wherex12 ==x2 -xl , YI2==Y2-YU ZI2=Z2- Z U andz==z1' 
We are not interested in the general solution, however, 
and shall only determine the mutual coherence function 
measured at two points in the same plane normal to the 
original plane wave direction, L e., z 12 == O. It is this 
quantity that gives a measure of the resolution limitation 
resulting from the presence of the random medium. 

A single scatter solution of the posed problem is im­
mediately afforded by Eq. (13). It is well appreciated, 
however, that the validity of the solution so obtained 
has a range dependence and that a procedure for in­
corporating multiple scattering effects is necessary for 
longer propagation distances. In this section we use the 
procedure of Beran. I In an appendix we present a deri­
vation based on a Bethe-Salpeter formalism. Both pro­
cedures are seen to lead to identical results. 

In carrying out the solution the region between 0 and z 
is divided by a series of M-1 infinite planes located at 
the coordinates Az, 2Az , ••• , where Az == z/ M. The num­
ber M is choselliarge enough so that in the interval jAz 
and {j + l)Az, {r (xv~)} (we suppress the v argument in 
{r}) can be obtained from its value measured on ~ == Z2 

== jAz using a single scatter apprOXimation. Thus, one 
can show that in this interval 

{r (x )} - k4 f f exp{ik[r(xl,x') - r~,x")]} 
s l'~ - (47T)2 r(x

U
x')r(x2'x") 

xa(x' ,x"){rJb)x' ,x")}dx' dx". (31) 

In this equation {r sex!> X2)} is the scattered portion of 
{I'(Xj,X2)}, and {rjb. .. (xj,x")} is the mutual coherence 
function that exists in the interval jAz < z < {j + 1 )Az 
when there is no scattering in this interval. The in­
tegrations are over the region between the planes 
located z == jAz and z == (j + l)Az. Equation (31) is 
equivdent to Eq. (7) of Beran. I For convenience we 
shall denote equations in that paper with a capital B, 
Le., Eq. (B7). 

In writing Eq. (31) we have assumed that f..L(x')f..L(x") 
and {rJb.Z<x' ,x")} are uncorrelated in the interval jAz 
< z < (j + l)Az. This assumption is valid if we require 
that Az» lzM' If Az» lZM then over most of the interval 
J1.(x') and J1.(x") , z',z">jAz, areuncorrelatedto f..L(x) , 
z < jAz. On the other hand r Jb.z(x' ,x") is only dependent 
on J1.(x) , z < jAz, since the scattering is in the forward 
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direction. Therefore to a good approximation f..L(x')J1.(x") 
and rJb.z(x' ,x') may be assumed to be uncorrelated in 
the interval jAz < z < (j + l)Az. 

It is desired to simplify the rhs of Eq. (31) based on 
the knowledge that the scattering is restricted to small 
angles. The procedure is the same as for the isotropic 
caseL only here, since By ==O{1/(klzm)1/2) rather than 
O(l/klz') , the small angle approximation is weaker and 
we must impose more stringent conditions than those 
given in Eq. (3). 

An expansion and truncation of the expressions for 
r(xux') and r(Xa, x") yield Simplified expressions that 
can be validly used provided we can show that the ne­
glected terms are small. Thus, we approximate r(xl' x') 
in the exponent, by 

rex x') '" (z _ z') + !. [(Xl - X')2 + (Yl - y')2] (32) 
, I 2 Zl - z· 

and, in the denominator by the single term, Zl -Z' 
This is valid provided 

(Xl - X')2 + (YI _ y')2 
(Zl - z')2 «1 (33) 

and 

k[(XI - X')4 + (YI _ y')4] 
(Zl - z'p «1. 

The condition required by Eq. (33) is satisfied if 

B~ «1 and B~« 1 , 

(34) 

(35) 

where Bx and By are the angular spreads measured at a 
generic point in the interval in the x and y directions, 
respectively. The results of the last section justify the 
assumption of small angle scattering incorporated in 
this condition. The condition required by Eq. (34) is 
satisfied for all points in the interval jAz < z I < (j + 1 )Az 
if 

(36) 

This condition can be interpreted as an upper bound 
limitation on the interval size (Az). The results of the 
last section demonstrate that it is the second of the two 
conditions given that will be the most difficult to satisfy. 
By using the result that 

By= O{1/(klzm)1/2), 

Eq. (30) requires that 

(26) 

(37) 

This condition together with the condition that Az » l zM 

jointly require that 

(38) 

We shall accept Eq. (38) as a restriction on the theory 
being developed. 

Introducing the simplified expressions for r(xux') and 
r(~,x") into Eq. (31) and introducing the transformed 
coordinates 

s==x" -x', p==x' (39) 

yields the following expression for {r s(XU x2 )}: 
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{r S (xl'Xa)} 

k4 [.- ] II exp(ikslI ) 

= (47T)2 exp Zk(Zl - Z2) (Zl - p.,)(Zz - s. _ p.) 

xexp[ik(xl-PY + {Yl- PY 
2 (Zl-P) 

_ (X2 - S" - p,,)2 + (Y2 - S. - P)2)] 
(Z2- Sz-Pz) 

X a(s){r J~.(s 'Pit)} ds dp. (40) 

We next wish to introduce the following simplified ex­
pressions into the exponent appearing in Eq. (40). 

(X2 - S" - p,,)2 (X2 - Sx - py 
(Z2- SII-Pz) '" (Z2-P) 

(41) 

and 

{Y2 - s. - p.)2 _ (Y2 - S. - p)2 + S.{Y2 - S. - p.)2 (42) 
(Z2 - Sz - Pz) - (Zz - p.,) (Z2 - Pz)2 

Again looking to the first term neglected, the condition 
given by Eq. (41) requires, in addition to lZM« ~z, 

ksz(x2 - Sx - p)2/(Z2 - Pz)2« 1, 

which is satisfied if 

klzMe~« 1. 

By using the result of Section 2 that 

ex= O(l/klzm ), 

(43) 

Eq. (43) leads to the condition already accepted, i.e., 
Eq. (38). 

To justify Eq. (42), we must show that 

kS~(Y2 - Sy - p.>2/(Z2 - pY« 1. 

This, in turn, requires 

kl~Mev ~Z « 1 , 

which is a more severe restriction on the formalism 
than ~z» lzM' Using the order of magnitude estimate of 
ey, we write 

(44) 

ThiS, together with Eq. (37), leads to a more severe 
restriction than Eq. (38) namely 

We shall accept Eqs. (44) and (45) as restrictions on 
the theory. 

(45) 

Equations (41) and (42) are now introduced into Eq. 
(41). In addition, we replace Z2 - S z - p. in the denomina­
tor by Z2 - sit' which is consistent with all of the ap­
proximations already introduced. The result is written 

(Y2 ':" py - Sy)2 
(Z2 - Pz) 
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SZ{Y2 - py - sy)2)J} (){r ( )1 d' dp - (Z _)2 a S J~. S, P J s . 
2 p. . (46) 

We next set Zl = Z2 = z. The integral over p" can then 
be readily performed since the p~ terms cancel. We 
find for this contribution 

(27T/k)(z - P.)fJ(sx - X12)· 

The integral over Py is more complex, but after some 
manipulation we find the contribution 

(27T)1!2 (k(~s~l~d2 exp{ik[(f~~ = ;:~2 ± ({y~21~z~y)2 - ~)]}. 
(Here the upper sign corresponds to S Z > 0 and the lower 
sign to sz<O). 

USing the above expressions, Eq. (B13) is replaced by 

X f f f exp{i ~(Y12 - SY(Z2 ~ Pz) 

1 \l} a(x12, Sy,sz) ['(_k ')] 
± 21s

z
lJJ (kls

z
l)1/2 exp t Sz'l''47T 

x{r J~z(X12' Sy, SZ'Pz)} ds y dsz dPz . (47) 

It is possible to introduce a further simplification and 
carry out the integration over the S y coordinate by mak­
ing use of the smallness of the maximum eddy size mea­
sured in the y (i. e. , the depth) direction. First, we 
notice that the characteri~ic spread ~f {rJ~.J in the Sy 
direction is of order (lzm/k)1I2 (or l/ke). LWe shall see 
from the solution given in Eq. (62) that it is consistent 
to assume that the order of magnitude of ey is the same 
in the multiple scatter region as in the single scatter 
region. ] Thus, if we require that this distance be much 
greater than 1 M the integration over Sy may be per­
formed upon r'eplacing the Sy argument in {r J~z} by zero. 
In addition Sy may be set equal to zero in the exponential 
terms if we have the somewhat stronger condition: 

(48) 

[We note that we have already required that (kl~m)/lzM 
» 1, i. e., see Eq. (38). ] This same restriction also 
enables us to approximate 

exp[iky~J (Z2 - pz)] '" 1. 

Carrying out the integration over Sy as a result of these 
three approximations leads to 

where 
(49) 

a2(x12' sz) = 1.: a(x12 , Sy' S z) dsy. 

In this paper we accept the restriction given by Eq. (48) 
and make use of Eq. (49). We note, however, that a the­
~.ry could be developed that would be valid for arbitrary 
kl.M by retaining Eq. (47). We would then find that {r} 
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is governed by an integral equation, the integration 
being over the variable Sy' 

As a final observation we note that for narrow angle 
propagation we can write 

exp(iksz){r nZ(x12' 0, sz,Pz)} ",{f' J6 .. (X12 , 0, 0, o)} 

for Is z I < l M and P z < ~. This allows us to carry out the 
integration over Sz and P .. leading to 

{r s (X12 ' Y12' z)} = (12(X12 , Y12)Z'{r i6Z(X12 , O,j~z)}, (50) 

where 

a2(X12'Y12)=(~y/2~3 10- cos(7s~ - i) (ksz )-l/2 

xa2(x12 ,S .. )dsz' 

and z' = z - j~z . 

(51) 

The condition for the validity of the single scattering 
approximation (which is a perturbation approxim~ation) 
is readily seen to be 

I (7a(X12 , Y12) I ~z« 1. (52) 

The intensity of the scattered radiation is 

{is (z)} ={r s (0,0, z)} = <12 (0, 0)1z', 

where j is the intensity of the initial radiation. For 
small angle scattering the'intensity remains a con­
stant independent of z. Thus, the intensity of the un­
scattered radiation must be 

(53) 

(54) 

In this statistically homogeneous problem 
{rj6Z(x12'Y12,j~Z)} maybe derived by considering ,the 
superposition of an angular spectrum of plane waves,. 
For small angle scattering the power in each plane 
wave is reduced by the same amount and thus 

{f' U(X12 ' Y12' Z)}={f"6 .. (X12 , Y12,j~Z)} [1 - (12(0, O)z'). 

(55) 

The mutual coherence function is now given as the 
sum of the scattered and unscattered parts since these 
parts are uncorrelated. (The lack of correlation may be 
proven by a direct calculation.) Therefore, we write 

{r (X12 , Y12' z)} ={r J6 .. (X12 , Y12,j~z)}[1 - (72(0, O)z'} 

+{f' J6Z(X12 , O,j~z)} (72(X12 , Y12)Z' , (56) 

which leads to 

{f' (J+l)6,,(X12 'Y12' (j + 1)~z)} 
={:r j6Z(Xm Y12,j~z)}[1 - (72(0, O)~z] 

+{f'J6Z(X12 , ° ,j~z)}a2(X12 'Y12)~Z. (57) 

The difference equation can be approximated by the 
following differential equation 

d{r(X12 ,Y12,Z)} _ -{rex y z)}a (0 0) 
dz - 12' 12' 2' 

+{i'(X12 , 0, z)}aa(X12 , Y12)' (58) 

We note that Eq. (58) follows exactly from Eq. (57) in 
the limit of ~z".., O. In our treatment, however, this step 
must be taken as an approximation since in derivingEq. 
(57) we introduced the restriction that Az» lZM' The 
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nature of the approximation is similar to that used in 
continuum fluid mechanics where we allow the elemental 
volume size, ~V to approach zero even though it must 
satisfy the restriction (~V)l13» lp, wherE!' l~ is the 
molecular mean free path. 

The solution of Eq. (55) for an initial plane wave is 

{r (x12'Y12' z)} = I[<T2~12' y~» exp{- [0'2(0,0) - <1a(x12' 0) ]z} 0'2 X1a , 

(1 <Ta(X12, y~») [- ( ) ]11 (59) + - Cl'2(X12 ,0> exp-0'20,OZ~. 

To study the coherence function {f(X12 ,y1.2, z)} 
we thus only require a knowledge of the function 
<1a(X12 , Y12)' 

Two special cases of Eq. (59) are of interest. They 
are 

and 

{r(0'Y12'Z)} 

=f[O'a(O,Yl2) + (1- O'a(0,Y12)) exp[- <1a(O, O)z]J. (61) 
a2(0,0) a2(0,0) 

The function {f'(xla'O,Z)}, for example, allows us to 
determine horizontal resolution of an aperture system 
while {f(o, Y12' z)} allows us to determine vertical resol­
ution. As z _00, Eq. (61) approaches the simple limit 

{f'(0'Y12'Z -oo)}=i[O'a(0'Y12)/<T2(0,0)]. (62) 

We synopsize here tlie conditions to be satisfied for 
the validity of Eq. (58): 

kl «(kl )1/2([ /1 )112 
yM .em .em zM (63a) 

and 

(63b) 

where ~z is a distance that satisfies the inequalities 

An alternate derivation of Eq. (58) is given in the 
Appendix. 

4. RESOLUTION LIMITATIONS CAUSED BY 
SCATTERING 

(64) 

Equations (60) and (61) can be used to investigate the 
resolution limitations that are a consequence of scatter­
ing by an .anisptropic random medium. Since our pri­
mary interest is in horizontal resolution limitations that 
result from the scattering of acoustic signals by the 
ocean temperature microstructure, we shall restrict 
attention toEq. (60). From this equation we see that 
{f'(x12,0,z)}decays exponentially with increasing 
separation distance Xl~ (z= fixed) according to the fol­
lowing functional form for the exponent: 

fa2 (0, 0) - <Ta(x12 , O)Jz. 

It is well known that the horizontal resolution limitation 
can be related to a characteristic distance defined by 
this decay. F{xrther, it is easily demonstrated that the 
maximum useful length of a horizontal array, for the 
coherent summing of Signals, is directly related to 
such a characteristic decay distance. 
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In this section we study the function u2(0,0)-(12(X12'0) 
and obtain a qualitative discription of the loss of spatial 
coherence due to scattering. We also define, somewhat 
arbitrarily, the characteristic decay distancelr as the 
1/ e distance, i. e., by the condition 

(65) 

We obtain algebraic expressions for lr for media with 
index of refraction fluctuations that have horizontal 
power spectra that follow a simple power law. The ex­
tension of these efforts to power spectra that are given 
by a linear sum of simple power laws is readily 
achieved. Experimental data and theoretical predictions 
indicate that the ocean temperature microstructure 
gives rise to a random medium that might suitably be 
described by a combination of power laws. The larger 
size scale temperature fluctuations (::= 1 - 2~km) are 
thought to result due to the presence of randomly 
phased internal waves. Internal waves result in a p-2 

power spectrum, where p denotes the inverse space 
coordinate (Phillips4). The smaller scale temperature 
fluctuations are a result of ocean turbulence. For length 
scales of the order of ::= 300m to ::= 0 .1m, :the spectrum 
might be described by a Kolmogorov spectrum, Le., 
p-5/3. A transition range, in which bouyancy forces 
playa role, appears to separate these two regions. In 
the transition region a p-3 power law is indicated 
(Moseley and Del Balz05). 

We write the expression for 0'2 (X12 , 0): 

-(x. 0) kS 
[000'2(x12,SZ)d 

0'2 12' = 4J1i 0 (ks .. )1/2 s .. , (66) 

where 

0'2 (X12 , s .. ) = r: 0'(X12, SY' s .. ) dsy • 

For the intended application of the present study, ex­
perimental data of index of refraction fluctuations with 
depth is largely lacking. Almost all reported data is 
based on horizontal measurements, i. e., information on 
0'(X12 , 0, sz). Although a simple relationship may not exist 
between 0'2 (X12> s .. ) and 0'(X12 , O,s .. ), we shall assume that 
one does and, in particular, assume that 

(67) 

Further, we shall restrict attention to media that have 
isotropiC statistics for measurements taken in a 
horizontal plane, L e., 0'(X12 , 0, s .. ) = 0'(~2 + s:)1/2 ,0). 
Thus, 

- (x 0) - kSlyM 1'" 0'(W2 + s~)1/2, 0) d 
0'2 12' - 8 r= (ks )1/2 s .. , 

V 1T _00 z 
(68) 

It is convenient to discuss the horizontal fluctuations 
in the index of refraction in terms of the one-dimension­
al spectrum <P 1(p), given by 

1 (00 
<P 1(p)= 211' 1_", O'(q, 0) exp(ipq)dq, (69) 

where 

q = (x212 + S!)1/2 

Introducing the inverse of Eq. (69) into Eq. (68) yields 

- kSlyM f. 00 ds" 
0'2(x12'O)= 8r- (ks)1f2 

V1T -co • 
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Assuming that the orders of integrations may be inter­
changed the integration over s. may be accomplished 
which leads to the following result: 

(12(0,0) - 0'2 (X12 , 0) 

1 - - -
= 23 / 2 (klyM )(kX12 )l/2k 

Here, r(t) denotes the gamma function and J_3/4 (T/) 
denotes the Bessel function. Thus, for a specified value 
for X12 , 0'2(0,0) - (12 (X12 , 0) is a linear functional of the 
one-dimensional power spectrum <P 1 (p). The kernel of 
the functional is given by 

( ) 1 rW (. )1/4 ( ) 
F PX12 = (PX

12
)1 / 2 - 2S (2 PX12 J_S/4 PX12 • (72) 

A graphical representation of F(px1Z) is given in Fig. 2. 
Changing the value of X~2 amounts to a changing of the 
scale of the abscissa when viewing Fin P space. 

Using Eq. (71) and Fig. 2, we can construct a qualita­
tive description of the dependence of the coherence 
function on X 12 and its relationship to the one-dimension­
al power spectrum. To do so, it is necessary to have a 
visualization of the power speCtrum. A schematic of a 
typical spectrum of interest is illustrated in Fig. 3. We 
note that the spectrum is band limited ranging between a 
low wavenumber cutoff, denoted by PM and a high wave­
number cutoff, denoted by Pm' The value of Pm is typi­
cally several orders of magnitude greater than that of 
PM' The spectrum rises very rapidly to a maximum val­
ue in the vicinity of PM and then decreases monotonically 
with increaSing p. The range of values of <Pl(p) between 
its maximum and the value at its high wavenumber cut­
off is, typically, several orders of magnitude. We con­
sider the dependence of the coherence function on X 12 
for X 12 very large, Le., of the order of p""J. Large X12 
corresponds to a much compressed abscissa for view­
ing F(PX12) in P space. The falloff of F(PX12 ) and the 

F(x) 

25 

FIG. 2. 
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~(p) 

FIG. 3. 

very rapid falloff of il>l(P) with increasing P combine to 
suppress the contribution of the high wavenumber por­
tion of the index of refraction fluctuations spectrum. 
Decreasing X12 results in a stretching of the abscissa 
for viewing F(PX12) in P space thus reducing the rate of 
falloff with increasing p. This leads to an increase in 
the maximum wavenumber for which il>l(P) offers a Sig­
nificant contribution to the mutual coherence function. 
Further, we note the low wavenumber decrease of 
F(PX12). For values of X12 «pjj, this decrease results in 
a suppression of the contribution of the low wavenumber 
portion of the spectrum. Thus, we have a picture of a 
limited portion of the total spectrum contributing signi­
ficantly to the coherence function of the acoustic signal 
for a specified value of the separation distance X12 • The 
specific portion of the spectrum that contributes ranges 
from low wavenumber, i. e., large correlation lengths, 
to high wavenumber, small correlation lengths, with 
decreasing separation distance. This fact is important 
in discussing the applicability of the theory to a given 
physical problem, e.g., scattering of acoustic Signals 
by the temperature microstructure. The limitations on 
the correlation lengths listed in Eq. (63) and Eq. (64) 
should be interpreted in terms of the portion of the spec­
trum that significantly contributes to the prediction 
problem of interest. Thus, applicability can only be dis­
cussed in terms of an a posteori comparison of the im­
portant portion of the spectrum and the theory 
limitations. 

We note from Eq. (65) that 1r decreases with increas­
ing range, z. Thus, we conclude that the dominant por­
tion of the index of refraction fluctuations spectrum, for 
determining the maximum coherence length, changes 
from low wavenumbers to high wavenumbers with in­
creasing range. This is in agreement with our physical 
intuition. At short ranges the limitation of resolution is 
controlled by the higher energy large scale fluctuations. 
At longer ranges, multiple scatter effects enter and the 
smaller scale fluctuations become of importance. 

To proceed further requires the introduction of a 
specific functional form for il>l(P), We choose, here, a 
simple power law to illustrate the required calculations. 
That is, we choose 

(73) 
P>Pm ' 
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We note the low and high wavenumber cutoffs in Eq. 
(73). Since experimental data of il>l(P) will be limited to 
a finite range of values of p, these cutoffs represent ex­
trapolations of the measured data to all ranges of p. We 
do not simply extrapolate pon since this would not re­
sult in covergent integrals for all values of X 12 for the 
values of n of interest. Further, we know from physical 
considerations that cutoffs do exist for spectra that 
could represent the temperature fluctuations in the 
ocean. The spectrum of Eq. (73) achieves its maximum 
value at p = 0, 'which is to be compared with the rapid 
fall of the typical spectrum illustrated schematically in 
Fig. 3. This difference will be Significant only for X12 

of the order of pjj. For X 12 « pjj, the form of F{PX12 ) 
will suppress the difference. We note that the low wave­
number cutoff used in Eq. (73) will enable the analytic 
evaluation of the integral in Eq. (71). 

Introducing the assumed form of il>l(P) into Eq. (71), 
the integration can be carried out provided we restrict 
attention to values of X12 » p;,.l, in which case we can 
allow Pm to approach infinity. (See,. for example, 
Gradshteyn and Ryzhik. 6) Thus we write 

- ( ) - ( ) rW (-1 )k3/2A2 0'2 0 ,0 -0'2 x12 ,O = 25/2r(n/2) k yM n 

X [r(~;n:-l~X4) - 2(2n~5)/4 

x(1 ;lM21) (2no
l)/4K(2nol) /4(PM I X 12 1)] 

(74) 

Here, K(2no l)/4(PM I X12 f) denotes a modified Bessel func­
tion. Equation (74) can be considerably Simplified for 
the range of values X12 « p;;. In this case the Bessel 
function can be expanded and truncated. The form of the 
single term approximation depends on the value of n. 
For n<i, 
0'2(0,0) - U2(X12 ' 0) 

( 
1TrW ) 

= 2n+2r (n/2)r«2n + 3)/4) sin[(2n -1)/ 41T] 

and, for n >%, 
u2(0, 0) - 0'2 (X12 , 0) 

( 
- 1Tr(t) '\ 

= 2974r(nI-2~r({9 ... 2n}/4) sin[(2n-1)!41T)] 

(75) 

(76) 

The most important distinction between these two ex­
preSSions is that for n > i the rate of fall of the simple 
power law is rapid enough that the value of the coherence 
function for X12 « p;; depends on the value of PM' Sub­
stituting Eq. (75) or Eq. (76) into Eq. (65) leads to sim­
ple algebraic expressions for 1r' We present the follow­
ing expressions for n = i-, n = 2, and n = 3, the three 
most commonly discussed values for the ocean tempera­
ture microstructure: 

n -.! 1 -1 07A-12/7-k-lS/7r-6/7Z-6/7 
-3' r-' S/3 ·yM , 
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n=2, 

n=3, 

1 - 0 94A -4/ 3k-5 / 3Z-2/ 3Z-2 / 3 r -. 2 yM , 

lr = O. 56A;lk-5/ 4pV4l;J.!2Z-1/2. 

These expressions are valid provided pjJ » lr » p;.l . 

(77) 

For values of X12 of the order of p;.l the form of the 
spectrum in the vicinity of the high wavenumber cutoff 
becomes important. A simplified expression is not 
possible for 0:2(0,0) - a2(x12 , 0) in this range. For X12 
« p;,.l, one can again obtain a simplified expression by 
expanding and truncating the Bessel function. Thus, we 
have 

_ rW (-kl )-k3/2_2 [pm 3/2 () d 
- 29/4r(01) yM Xi2 P <1>1 P p. 

4 0 

(78) 

Equation (78) shows that {i'(X12 , 0, z)} has a Gaussian 
form, with respect to xl2> independent of the form of 
<l>l(P) for X12«P-;;. For long enough ranges {r(X12 ,0,Z)} 
will be nonzero only for such values of X12 . Thus, the 
coherence function approaches this Gaussian form in 
the limit. 

The high wavenumber portion of the <I> 1 (p) spectrum 
will dominate the form of {r} for X12«P;.1. Thus, we 
substitute a truncated Kolmogorov spectrum into Eq. 
(78). This gives 

0:2(0,0) - 0:2 (X12 , 0) = 1. 01A2(klym)k3/2p;:6~2' (79) 

Thus, as z - 00, we have 

(80) 

5. SUMMARY 

In this paper we treated the problem of plane wave 
scattering by an anistropic medium subject to the condi­
tions given in Eqs. (63) and (64). The general solution is 
given in Eq. (59). An expression which considers scat­
tering in the horizontal direction (where kl »1) is rm 
given by Eq. (60). Explicit calculations are given for 
<l>l(P) given by Eqo (73). 

The governing equation given in this paper was 
derived using the solution obtained in any interval 
Z ,Z + .a.z. An alternate approach, based on the Bethe­
Salpeter equation, is given in the Appendix. In this 
derivation Eq. (48) is replaced by the condition kl « 1. 

ym 
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APPENDIX: ALTERNATE DEVELOPMENT OF THE 
THEORY 

In this appendix we present an alternate derivation of 
Eq. (58), which is basic to all of the calculations and 
conclusions achieved in this report. This alternate 
derivation is based on a Bethe-Salpeter equation that 
can be written for the mutual coherence function. Sim­
plifications of the fundamental equation that are asymp-
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totically valid for limiting values of kll' II being a mea­
sure of an eddysize measured in some direction, are 
then shown to lead to the desired result. 

The Bethe-Salpeter equation for the mutual coherence 
function can be derived in either of two ways. One ap­
proach amounts to a partial summation of a Neumann 
perturbation series for the mutual coherence function. 
(See, for example, Frisch.7) The second approach is 
based on a perturbation procedure termed the method of 
smoothing. (See McCoy. 8) Either approach lends to the 
following integral form of the Bethe-Salpeter equation: 

{rO(Xt,X2)} 

={ro(xl>~)} 

+ k4[f J G(x,x')G(x' ,x")a(x' ,x"){f(x" ,x2)} dx" dx' 

+ J J G*~,x')G*(x' ,x")a(x' ,XI){r(x1'x")} dx" dx' 

+ J J G(x1,X')G* (x2' x")a(x' ,X"){f' (X' ,x")} dx' dx"]. 
(AI) 

Here {r O(x1'X2)} is the mutual coherence function in the 
absence of any scattering, i. e., for the problem posed, 

{ro(x1,x2)}=Iexp[ik(zl-z2)]' (A2) 

The integrations are over the scattering region, i. e. , 
for the problem posed, the half-space z > 0, and G(x,x') 
is the Green's function for the homogeneous mean 
medium, i. e. , 

G(x,x') = exp[ikr(x,x')]j - 47Tr(x,x'). (A3) 

The correlation function a(x' ,x") is that defined in the 
main body of the report. 

Specifically, the objective is to introduce simplifica­
tions that will enable our accomplishing most of the in­
tegrations required by Eq. (AI). The validity of the 
simplifications will be seen to be asymptotic in the dou­
ble limit of klH increasing without bound and kl be-rn ym 

coming vanishingly small. Here, lHm is the minimum 
correlation length measured in a horizontal plane, i. e. , 
an x-z plane, and lYM is the maximum correlation length 
measured in the depth direction. We note that the pres­
ence of the mutual coherence function in the integrands 
necessitates our introducing, a priori, assumptions of 
the behavior of this fUE-ction over a distance equal to a 
wavelength (i. e., 27T/k) or a correlation length. One can 
investigate the self-consistency of these assumptions by 
an a posteriori comparison of the assumption and the 
predictions made by the approximate theory that results 
from the assumptions. The solutions presented in the 
main body of the report support the assumptions. We 
also note that in this appendix we do not investigate 
questions pertaining to the relative rates at which the 
limits are to be taken nor do we consider specific 
numerical measures as to the validity of the limiting 
forEJ as an ~pproximation to be applied for finite values 
of klHm and kl yM ' These investigations would require 
a posteriori reasoning of the type presented in the main 
body of the report and would, in affect, reproduce the 
same arguments. 

To accomplish the simplifications, we introduce a 
Cartesian coordinate system and consider the integrals 
required by Eq. (AI) for one coordinate axis at a time. 
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In this way we encounter a series of integrals that have 
a generic form 

11 (x) = r: F(x, x') exp[ikq7(x')] dx' , (A4) 

where FUr,x') is nonzero only if the pair of points locat­
ed by x and x' lie within a common region of length 
given by Lu and q7(x') is independent of k. Two different 
approximations are to be considered depending on the 
relative lengths defined by F(x,x'), by X=21'/ii and by 
q7(x'). In the first we require L1 q7' IX« 1. This allows 
our ignoring, to a first approximation, any variations of 
q7(x') over the region in which F(x,x') is nonzero. The 
approximation is written 

(A5) 

In the second approximation, we require A to be small 
relative to all lengths defined by F(x,x') and q7(x'). This 
is just the condition required for a stationary phase ap­
proximation of the integraL The stationary phase ap­
proximation is based on the observation that, for k very 
large, the major contributor to an integral of the form 
given by Eq. (5) is the immediate vicinity of x' =x~, 
where x~ satisfies 

dq7(x~) _ 0 d< - . (A6) 

The ~apid oscillations that arise from the exponential 
with k large will lead to a cancellation of contributions 
from pOints outside this region. Within the region of 
interest we approximate 

F(x, x') = F(x ,x~) 

and 

1 tf (x') 
m(x') = m(x') + - q7 s (x' _X')2 
Y' Y' S 2 dx's 2 S , 

which leads to 

11 (x) = F(x, x's) exp[ikq7(X~)] 

x f expe: d'l~~? (x' _X~)2J dx', 
6. 

where 6.denotes the immediate vicinity of xSo Finally, 
we allow 6. to become unboundedly large since the con­
tributions from t!J.e added region will cancel as k be­
comes large relative to the linear extent of 6.. The re­
sulting integral can be evaluated, which leads to 

11 (x) =e:YI2 F(x,x~)(1 tf~~2S) I tl2 

X '[-k ( ,) + l' (tfq7(x's )\] expz q7 x s 4" sgn dx'S2 / • (A7) 

We consider the first integral on the rhs and introduce 
Cartesian coordinates. The integration over x" is con­
sidered first and the integration over x' next. In both 
cases we resort to a stationary phase approximation be­
cause of the restriction that l »X. [We note the as-Arm 
sumption that variations of {r(x" ,~)} with changes of x" 
of the order of X may be neglected. ] The result is 
written 
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exp(ik{[(Y1 - y')2 + (Zl _ Z')2]1/ 2 + [(y' _ y")2 + (z' _ Z")2]1/2}) 
[(Y1 - y')2 + (Zl - Z')2]17 4[(y' _ y")2 + (z' _ Z")2]174 

x O'(O,y' - y" ,z' - z"){r(xuY" ,z" ,~)} dy" dy' dz" dz' . 

Next, we consider the integral over y". In this case we 
resort to the approximation expressed by Eq. (A5) be­
cause of the restriction that lYM« A. [We note the as­
sumption that variations of {r(x" ,~)} with changes of y" 
of the order of lYM may be neglected. ] The result is 
written 

xIII 
x 0'2(0, z' - z"){r (xu y' ,z" ,~)} dy' dz" dz', 

where 

0'2(0, z' - z") = r: 0'(0, ~,z' - z") d~. 

The integration over y' is considered next and the as­
sumption is made that variations of {r (xu y' ,z" ,~)} with 
changes of y' of the order of X may be neglected. Thus, 
we can again make use of stationary phase to write 

_ exp(3il'I4) I I ( , ") 
- 4(21')172p7 2 0'20,Z -z 

x{r( ,,)}exP[ik(lzl- z 'l +lz'-z"I)] dz"dz'. 
x 1,yl'z ,~ Iz'_z"1 172 

We interchange orders of integration and accomplish the 
integration over z', i. e. , 

f (0 ' ,,)exP[ik(lz1- Z '1 +lz'-z"I)]d' 
0'2 ,z -z Iz'-z"11/2 z. 

Subj ect to the restriction that l.m > X, this integral is ap­
proximately given by 

except for 1 z" - z 11 < lzM' Within this layer, a more 
complex expression is required. We are interested in 
problems in which z »lZM; hence the layer in which the 
approximation is not valid is very thin relative to the 
total region of integration over z" . Thus, we are justi­
fied in ignoring this layer. We introduce 

-(00) k3 
/000'2(0,S,,) 

0'2 , = 4(1')172 (ks )172 ds .. 
o II 

and write 

I (x ) = exp(3il'I4) - (0 0) 
1 u ~ ..[2 k4 0'2' 

X f {r(xuYu z " ,~)}exp(iklz" -zlj)dz". 

(A8) 

Turning to the second integral on the rhs of Eq. (At), 
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we perform a similar set of calculations which yields 

exp(- 3i11/4) - ( ) 
12(x1'~)= I2k4 0"2 0 ,0 

x f {r(xU X2'Y2'Z")} exp(-iklz" -z21)dz". 

(A9) 

We consider the last integral on the rhs of Eq. (1). 
Upon introducing Cartesian coordinates, we integrate 
over x' and x" using the stationary phase approximation. 
Subject to the same restrictions and assumptions en­
countered in treating II (xu~)' we can now write 

13(xu~)= 8;k f f f f 
exp(ik{[(y - y')2 + (Zl - Z')2]t/2 - [(y2 - y")2 + (Z2 - Z" )2]1/2 ) 

[(Y1-y'2+(Zl- Z')2]1 4[(Y2_y")2+(Z2_ Z")2]1 4 

X ( , " , "){r(x " "")}d "d 'd-/ld J 
0" x 12' Y - Y , z - z v Y , z , X2' Y , z Y Y z z. 

The integration over Y" is next carried out using the ap­
proximation expressed by Eq. (A5). The result is 
written 

exp(ik{[(Y1- ')2+(Zl_Z')2]1/2_[( 2_y')2+(Z2_ Z")2]1/2) 
[(Y1 - y')2 + (z 1 - Z')2]1 4[(Y2 - y')2 + (Z2 _ Z" )2]1 4 

X0"2(X 12 ,Z' -z"){f'(XuY',z' ,X2,Y' ,z")} dy' dz"di, 

where 0"2 (x12' z' - z") is the obvious generalization of 
0"2(0,Z' - z"). The integration over y' is now to be car­
ried out USing the stationary phase approximation. In 
this case the details are a bit more complex than they 
were in the preceding calculations. We note that the 
stationary phase point is located by 

where 

1]=Z2- Z" 

and 

~=Z1-Z'. 

As usual, 1 1 denotes the absolute value. By direct 
substitution, 

13(xu~) 

= 4(211/72k372 f f 0"2(X12 ,Z' -z") 

x{r( " , II)} [Y~2 +(11]1 -I ~I )2]1/4 
x1'Ys,z ,X2,Ys,z 111]1 _I ~II 

Xexp(i sgn( I ~ I - 11] I ){k[y~2 + (11] I - I ~ I )2]112 - h}) dz" dz', 

(A10) 
where sgn is the signum function. To proceed further, 
it is necessary for us to assume that 

{r(xuY~, z' , ~,y~, z")} ={r(xu 0, z' ,x2 , 0, z,} 

xexp[-ik(z" -z')] 

for 1 z" - z' I < lZM' In writing this expreSSion we have 
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made use of the statistical homogeneity of the radiation 
field in a vertical plane. Upon substitution of this ap­
proximation into the expression for 13(xt, ~), we 
can accomplish the integration over z". A simplified 
expression can be obtained only if we restrict the two 
points (xu~) to lie in the same vertical plane, Le., 
z 1 = Z2 = z. Introducing this restriction, the integration 
to be carried out over z" is written 

J 0"2(X12 ,Z' -Z"){[Y~2 + (Iz -z' I-Iz -z" I )2]114/ liz -z'l 

- Iz-z"ll} exp[i(k{sgn(lz - z' 1- Iz -z" 1)[Y~2 

+ (Iz -z' I-Iz-z" 1)2]112_ (z" -z')} 

- sgn(lz -z' I-Iz -z" I )11/4)]dz". (All) 

To approximate this integral we treat two cases sep­
arately; L e., z' < z and z' > z. For z' < z, the integral 
may be written as 

i ll ,,, [Y~2+(z'_Z")2]1/4 
0"2(x12'Z -z ) I' "1 z -z 

o 
x exp [i(k{sgn (z" - Z')[Y~2 + (z" - Z')2]1/2 - (z" - z')} 

+ sgn(z' - z")11/4)J dz" 

1= ,,, [Y~2 + (2z - z' - Z")2]t/4. 
+ 0"2(x12' Z - Z ) 12 ' " 1 z z-z -z 

x exp[i(k{sgn(2z - z' - Z" )[Y~2 + (2z - z' - Z")2]1/2 

- (z" - z')} + sgn(z' + z" - 2zhr/ 4)] dz" . 

We are interested in the restricted problem in which 
lzm» i. By USing the same reasoning that is the basis of 
the stationary phase apprOXimation, the conclusion can 
be reached that the major contribution to the first in­
tegral is the region of z" space that satisfies the in­
equality that I z' - z" I » I Y121 provided we can insure 
that lzM» 1 Y121 . We accept the limitation required by 
this restriction, which enables us to approximate the 
first integral by 

l
z 0"2(x12 ,z'-z") [f. kY~2 ,,, 11)J " 

o Iz'_z"1 1!2 eXPr\2(z'-z") +sgn(z -z)'4 dz • 

This integral may, in turn, be approximated by 

(A13) 

provided we ignore values of z" and z' that fall with 
neighborhoods of z = 0, z = z. This is consistent with a 
similar neglect discussed with respect to II (Xl' Xa). Ap­
plying the stationary phase reasoning to the second of 
the two integrals in Eq. (A12), we can see that this in­
tegral is of higher order in terms of (klzm)-l than is the 
first integral and, hence, may be neglected. A similar 
conclusion is reached for all integrals encountered for 
the case z' > z. By substitution of Eq. (A13) into Eq. 
(10), we write 

l(x ) _0'2(X12,Y12)[/!{rA( 0' 0 ')}d' 
3 1T'~T'Z - k4 0 X1"z ,X2"Z z, 

(A14) 

where 
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(51) 

The notation X 1T refers to a two dimensional vector in 
the x-y plane. 

Substituting Eqs. (A8), (A9), and (A14) into Eq. (Al) 
yields 

{r (xIT' z; X:!T> z)} 

=1+ exp~/4) a
2
(0,0) 

x J:"" {r(xIT'Z';~, z)} exp(ikl z - z' I) dz' 

+ exp(-J;1T/4) a
2
(0,0) 

x ["" {r(xIT' Z;X2T ,Z')} exp(- ikl z - z' I) dz' 

+U2(x12'YI2) i Z

{r(x1>0,z';X2,0,Z')}dZ • 

(A15) 

We note that we have set Zl =Z2=Z in Eq. (A15). We can 
obtain a differential equation by differentiating Eq. (A15) 
with respect to z. In carrying out the required manipula­
tions we introduce the assumptions 

o~ {r(XIT , Z';X:!T' z)} = - ik{f'(XIT , Z' ;X2T ' z)} 

o~ {r(xIT' Z;X:!T' z')} = +ik{r(xIT' Z;~T' z')}, 
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and the assumption that {r (xIT' z; X:!T , z)} varies little 
with changes of Z over a distance of the order of 
~. All three assumptions will be valid so long as the 
radiation field can be represented by a narrow angled 
spectrum of plane waves in the limit k - "". The as­
sumptions lead to the conclusion that the derivatives 
of tlJe first two integrals on the rhs of Eq. (15) are equal 
to {r(XIT,Z;~T'Z)}, Thus, the differential form of the 
equation is written 

d~ {r (x12'Yl2> z)} = a2(xl2>YI2){r(x12' 0, z)} 

-a2 (0,0){f'(xI2 'YI2'Z)}, (58) 

This result is identical to that obtained in Sec. 2. 
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A proof of the uniform convergence of the plane-wave expansion method is given. Also, an 
alternative method to obtain the expansion coefficients of the plane-wave expansion is derived 
through the use of the Rayleigh-Ritz variational method. 

I. INTRODUCTION 

Recently Robson and Koshel1 introduced the plane­
wave expansion method for the purpose of simplifying 
the evaluation of transition matrix elements which ap­
pear in the theory of direct nuclear reactions. This 
method has proven to be extremely usefuI2,3; however, 
the mathematical properties of this expansion method 
have not been investigated. It is our purpose to present 
the results of such an investigation, in particular, we 
shall demonstrate the convergence properties of the ex­
pansion. We also present another method for the evalua­
tion of the expansion coefficients and discuss some of 
the difficulties which arise in the numerical determina­
tion of these coefficients. 

In Sec. II we shall review the plane-wave expansion 
method and show the connection between this method and 
the method of least squares. We also discuss in this 
section the numerical difficulties that arise when one 
determines the coefficients by matrix inversion. We 
show the connection between the plane-wave expansion 
method and Fourier series expansions in Sec. III. In 
this section we also prove the uniform convergence of 
the method. In Sec. IV, we present another method of 
evaluating the expansion coefficients. This is a varia­
tional method. In this section we also show the connec­
tion between the variational method and the boundary 
condition method introduced by Bloch. 4 Finally, in Sec. 
V we present a summary and our conclusions. 

II. THE PLANE-WAVE EXPANSION METHOD 

In the paper by Robson and Koshel1 two forms of the 
plane-wave expansion method are introduced. These are 
the partial-wave decomposition and angle forms of the 
expansion. The discussion in this paper is limited to the 
partial-wave form of the series. 

We can write the optical model wave functions for the 
relative motion of two particles as 

X(k, r) = 411' ~ ilX/(kr) Ylm(r) Yi"m(l~). (1) 
1m 

We shall neglect spin in our discussion as it only makes 
the equations more complicated and its inclusion does 
not alter the results. The assumption of the plane-wave 
expansion method is that we can write the radial wave 
function as 

It is then easy to show that 

411'i lX/(kr) Ylm(f) = ~ a~ J dk n exp(ik n • r) Ylm(it n). (3) 
n 

Thus, Eq. (1) becomes 

X(k, r) =.0 Yi~,(k) ~ a~ J dk n exp(ik n or) Ylm(k n). (4) 
1m n 
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Use of this expression in DWBA transition matrix ele­
ments considerably simplifies the calculation when 
finite-range and recoil effects are included. This is due 
to the property of the exponential function, namely, 
that exp(x + y) = e"eY

• This considerably simplifies the 
multidimensional integrals which appear in DWBA ma­
trix elements when finite range effects are included. It 
is obvious that the method even allows for more simpli­
fication if the set of kn used is the same for all 1. Of 
course all of these conclusions depend upon the validity 
of the expansion given by Eq. (2). It is the purpose of 
this paper to explore the properties of this expansion. 

If we form the quantity 

C = foR r2 dr 1 XI(kr) -.0 a!jl(knr) 12 
n 

(5) 

and minimize the result with respect to the expansion 
coefficients a~, we find that these coefficients are given 
by 

al=(AI)-lBI - - -' 
where we have made use of matrix notation. The ma­
trices :11 and Jil are given by 

and 

!!~ = foR r2 dr j I(knr) XI(kr). 

(6) 

The appearance of the integration limit is easily ex­
plained. When a calculation of a DWBA matrix element 
is performed an upper limit on the radial integration is 
introduced because the form factor appearing in the ex­
pression can usually be assumed to be zero at this point. 
This limit is our R. Thus, we only represent the optical 
model wavefunction in a finite region of space. 

The method by which Eq. (6) was obtained, i. e., the 
minimization of Eq. (5), is of course the method of least 
squares when an upper limit is placed on the sum. Equa­
tion (6) is identical to the expression found in Ref. 1, 
which was obtained through the use of nonorthogonal ex­
pansions. The use of the method of least squares for 
nonorthogonal expansions has also been discussed by 
Garside and Tobocman5 in their work on the extended 
R- matrix theory of nuclear reactions. Because this 
method makes use of a matrix inversion we shall hence­
forth designate it as the matrix inversion (MI) method. 

We have developed the computer program EXPAC 
which computes the coefficients by this method. EXPAC 
automatically chooses the set of k n for the particular 
problem it is dealing with and proceeds to calculate the 
expansion coefficients for all 1 values. The program has 
been tested for a variety of cases and in all these cases 
it gave an excellent representation of the radial optical 

Copyright © 1974 American Institute of Physics 1913 
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function. The criteria used to give a goodness of fit 
value is the weighted mean square x2

• 6 This is defined 
by 

(7) 

where IPt(Xl) is the wavefunction we are representing by 
means of the expansion and IPr(Xl) is the spherical Bessel 
function representation. These are evaluated at the 
pOints Xi and N is the total number of points. We found 
this to be a most suitable method to determine the num­
ber of states needed to give a good representation for 
any particular 1 value. 

However, in some cases that were studied it was 
found that the matrix that is inverted, ::1', became iU­
conditioned. In particular, when ll.k;: kn+l - k" became 
too small many of the matrix elements became similar. 
The ill-conditioning also oc,curred if the maximum k" 
value became large. As a result the program EXPAC 
has certain limits on it with regard to the problems for 
which it can give reliable results. This is strictly due to 
numerical processes and can be a function of the type of 
computer that is used. For EXPAC; which we run on 
either an IBM 360 or 370 computer in double precision 
mode this limit is set at kR = 200, where k is the incom­
ing wave number and R is the upper integration limit 
described previously. For larger values of kR special 
methods to deal with the ill-conditioning can be applied; 
however, this has not been attempted yet. 

Table I shows some results for the representation of 
the optical model wavefunctions for the elastic scatter­
ing of protons from 12C for three energies. This table 
shows the number of states NI needed for representa­
tive 1 values and the X2 value. It indicates the expected 
feature that the number of states needed to represent 
the optical model wavefunction decreases as 1 increases, 
i. e., one expects the optical model wavefunction to ap­
proach a spherical Bessel function in appearance as the 
height of the centrifugal barrier increases. One should 
not make a strict comparison 'of the coefficients as a 
function of energy as different optical model parameters 
were used for the different energies. The optical model 
parameters were taken from Haybron and McManus. 7 

Extensive numerical testing of the convergence prop­
erties of the plane-:wave expansion has also been per­
formed by Robson and Charlton3

,8 for a wide range of 
problems. They have also found very good agreement 
between the representation and the optical model 
wavefunctions. 

III. CONVERGENCE, PROPERTI ES 

In the' matrix inversion method described above we 
take k,,=n{3, where (3 is some determined value. For 
1 0, we then have 

Xo(kr) =ug(kr) = E ~io(n{lr). 
r " 

(8) 

This is a Fourier series for Uo if (3 is chosen in an ap­
prop'riate manner. Thus, at least, for 1 = 0 there is a 
connection between the plane-wave expansion method and 
Fourier series. 

Watson9 defines a series of the form 
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TABLE I. Representation of optical model wavefunctions. 

12C(p,p)12c 
46 MeV 90 MeV 155 MeV 

IN,'i 
o 17 10-8 

3 14 10-10 

6 10 10-10 

9 3 10-10 

12 3 10-10 

1 N, X2 
01710-9 

3 13 10-11 

6 9 10-10 

9 5 10-10 

12 3 10-10 

1 NI X2 

o 18 10-9 

3 14 10-10 

6 10 10-9 

9 7 10-9 

12 5 10-9 

(9) 

Convergence of this series is discussed for I II I ~ t. The 
Bessel functions are not orthogonal over the interval of 
definition. These expansions are called SchlOmilch 
series. Because of the relationship between the ordinary 
Bessel functions and the spherical Bessel functions we 
wish to extend Watson's result~ for II> t and to give the 
convergence properties of Schlomilch type series as 
given by Eq. (9) with ~ replaced by il' 

This is easily done if we extend the work by PennellO 

on the use of fractional integration and differentiation 
to obtain certain expansion of functions in terms of 
ordinary Bessel; functions. Many of the relationships 
us~d below are from this work and will not be separate­
ly cited. 

Let us say that we have a given'functionj(x) defined 
over some interval which includes the' origin as one end­
point. We obtain a function if>(x) from this function by 
use of the relationship 

if> (Xl 12) =.2np"X(n+l)/2j(x1 / 2). (10) 

We use Xl/? instead of X as the argument because it 
simplifies the use of fractional integration and differen­
tiation with the Heaviside operator p. These fractional 
integration and differentiation operators are defined by 

" _ r1' {X (x _ A.jC-l 
P g(x) - dxb 10 r(c) g('\) d,\, (11) 

and 

p-v g(x) = {X (x - ,\),,-1 g('\) d'\ 
10 , r(v) , 

(12) 

where Il > 0, 0 < c ~'1, b is a positive integer, and Il = b 
-c. When 11=0, pO 1. When II is an integer p"=d"/dx", 
i. e., C = 1 so that b II + 1. 

In our own work we take n, which appears in Eq. (10), 
to be an integer. Let us also assume that the quantity 
X1n +1)/2j(X1

/
2

) is such that if>(x) exists, i.e., the func­
tion x(n+1l/2j(xl/2) is n-times differentiable. Let us 
also, assume if>(x) is piecewise very smooth in the inter­
val of interest, i. e., if the interval can be divided into 
a finite number of subintervals, if> its first and second 
derivatives are continuous within each of these subin­
tervals. Then if>(x) can be expanded in a Fourier series 
in the interval and this series converges uniformly to 
if>(x) within any subinterval which does not contain a dis­
continuity. 11 The same is true for if> (Xl 12). 

Let us assume if>(0) = 0, so that we can expand if> as a 
Fourier sine series. Thus, we have 
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where /3 is determined by the interval. We then have 

2/3 J: .16 A. = - cf>(x) sin(s/3x) dx. 
1T 0 

Since the series for cf> is uniformly convergent in the 
interval we can apply the operator p-n to it and integrate 
term by term. The resulting series is also uniformly 
convergent since p"" is essentially integration. If we" 
make llse of the results of Pennel, "we have 

f(x1/2) = 2-n x-Un +1)/2] 
p-ncf>(x1/2) 

or 

= 2:: A.(s{3)1..,. jn(s/3x1 12), 
s 

.. 
!(x) = '); As(sW"" jn(s/3X) . 

s'at. 

This we denote as the generalized Schlomilch expansion 
for the function !(x). The series is uniformly convergent 
in the interval except possibly at the endpoints. 

We nov.; take n = 1, the orbital angular momentum 
quant\lmnumber and!(x) = x,(kr). For the type of po­
tentials we deal with XI(kr) is an analytic function 
throughout the interval of interest. Therefore, all deriv­
atives exist and are continuous. Therefore, cf> exists for 
all 1 and it as well as its first and second derivatives 
are continuous except, perhaps, at the origin. Why the 
problem at the origin? If we take 1= 1, we see why. We 
have 

cf>1(r1/2) = 2 : [(r1/2)2 Xl(r l/2)] 

= ~ ~ [y2X1(Y)]' 

where we have y = r 1 12. This shows that there may be a 
singularity at r= O. To show that this is not the case let 
us investigate the behavior at the origin more closely. 
We have 

cf>,(r1/2) = 2' ~llr(l+1)i2x ;('1'112)]. 

For the potentials we deal with the centrifugal term will 
dominate at the origin and in the limit of r approaching 
zero we havex/(r)-r'. Thus r(/·1)/2XI(rl/~-r'''/2 
plus higher order terms. Thus, 

and we see that cf> and it as well as its firfit and second 
derivatives are continuous. We also see that cf>1(r= 0) 
= O. Thus, cf> 1('1') can be expanded as a Fourier sine 
series as was discussed above. 

Thus we have 

(13) 

with 

2f3 i VI6 

As:::;: - cf> 1('1') sin(s/3r) dr, 
1T" 0 

(14) 

and 

cf> I(r 1 12) = 21p 1['1'0+1) 12 XI(kr 1/2)]. (15) 
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TABLE II. Comparison of coefficients obtained by the matrix 
inversion method and Fourier series method. 

Real coefficients Imaginary coefficients 
n MI FS MI FS 

1 0.0036 0.0036 - O. 0205 - O. 0205 
2 - O. 0073 -0.0073 0.0512 0.0511 
3 0.0103 0.0103 - 0.0694 -0.0691 
4 - O. 0459 - O. 0458 0.1481 0.1481 
5 0.0014 0.0017 - 0.6409 - O. 6389 
6 0.4324 0.4318 1. 0203 1. 0199 
7 - 0.1136 - 0.1136 0.9057 0.9044 
8 - 0.0231 - O. 0231 0.0669 0.0667 
9 - 0.0547 -0.OSo:l6 0.2237 0.2232 

10 0.0043 0.0042 - O. 0907 - 0.0906 
1i -0.0172 - O. 0172 0.0841 0.0839 
12 0.0132 0.0132 - O. 0816 - O. 0814 
13 - O. 0102 - O. 0102 0.0658 0.0657 
14 0.0103 0.0102 - O. 0606 - O. 0605 
15 - O. 0090 - O. 0090 0.0554 0.0554 
16 0.0082 0.0082 - O. 0503 - O. 0503 
17 -0.0077 - O. 0077 0.0467 0.0467 
18 0.0072 0.0071 - O. 0434 - 0.0435 

If we compare Eq. (13) with Eq. (2) we see that 
A.(s/3)l-1 = a!. We have made a comparison between the 
method described just above, which we denote as the 
Fourier series (FS) method and the MI method described 
previously. A comparison between the two methods for 
100 MeV protons incident on 12C and for 1 = 1 is shown 
in Table II. The agreement is extremely good. 

IV. THE VARIATIONAL METHOD 

We now ~sk the question": Can we directly solve the 
radial differential equation with the plane-wave expan­
sion? If we insert the expansion given by Eq. (2) into 
the differential equation for the 1th partial wave radial 
wavefunction and perform the necessary overlaps, we 
find that we have a homogeneous system of equations 
for the, expansion coefficients. This, as is well known, 
does not lead to a unique solution. However, we have 
not taken into account the boundary conditions at r = R. 

In order to introduce the boundary condition and also 
make use of the expansion method we shall make use of 
the Rayleigh-Ritz variational method. 12 This method al­
lows us to find a solution of our differential equation for 
UI in the interval 0 to R by minimizing the functional 

J -- fo R [(du
drl

) 2 (1(1 + 1) )] J 0 \ + u,(r) -;:z- + U(r) - k2 dr, 

(16) 

where U I(r) = r XI(r). Insertion of the plane-wave expan­
sion into this equation would again give a homogeneous 
set of equations for the expansion coefficients. We must 
introduce the boundary conditions. as a constraint. Let 
us put 

We now set 
N 

ul(r) = '); a~ cf>~(r), n'at. 

(17) 

where cf>~(r)=rj,(knr). We see that the function and the 
series satisfies the boundary condition u,(O) = o. If we 
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insert this expansion into Eq. (16), we have 

J = '£ a' a!...1 (B d<t>! d<t>~ dr + A .\ 
nm n "V 0 dr drllm)' 

where 

Anm= 10 R. <t>! e(lr~ 1) + U(r) - k2) <t>~dr. 
If we insert the expansion into Eq. (17), we have 

G= '£ a~ <t>~(R) - c= O. 
n 

(18) 

(19) 

(20) 

If we now introduce the Lagrange multiplier ~, the vari­
ational problem we have to solve is 

oJ oG 
-;-r + ~ -;-r = O. (21) 
uaJ uaJ 

This yields 

~a~(J:R. ¥r- d:: dr+AJm ) +i<t>](R)=O. (22) 

If we take this set of N equations plus Eq. (20), we have 
a set of N + 1 equations with N + 1 unknowns, namely the 
N coefficients a! plus ~. It is no longer a homogeneous 
set of equations because of the boundary condition con­
straint and as such the coefficients can be found by ma­
trix inversion provided the matrix is not singular. The 
matrix equation we must solve is 

b12 • •• 
b22 • •• 

bN +2,2' •• 0 

(23) 

If we let c be some arbitrary constant, e. g. one, we can 
obtain a set of coefficients a! which differ from the cor­
rect value by a constant. If we then make use of the 
relation 

N 

D '£ a~<t>!(r) = F1(r) + C,[G1(r) + iFl(r) 1, 
n-1 

at two pOints beyond the range of the nuclear force it is 
possible to find D, the constant coefficient needed to 
give the correct expansion coefficients, and C" the 
scattering amplitude. Here F, and G, are, respectively, 
the regular and irregular solutions of the differential 
equations without the nuclear potential. 

A similar procedure was employed by Tobocman and 
Nagarajan13 in their boundary condition constraint 
method to obtain shell model states to be used in R- ma­
trix calculations. They, however, in addition to finding 
the efCPansion coefficients found the eigenvalues of the 
shell model states instead of the scattering amplitudes 
C1 as is done here. 

We can calculate ~ directly by solving Eq. (22). If we 
perform an integration by parts we have 

i <t>;(R) = - <t>](R) ~ a~ d:r~ + J: R. dr <t> ;(r) 

x(~ _1(1+1)_u(r)+k2),£al<t>'(r). 
dr2 r2 m m !II 
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If we let the last term in this expression vanish because 
~a~<t>~(r) is a solution to the differential equation we 
have 

~=-2~a' d<t>~(R). 
"wi' m dr (24) 

Normally the constraint equation for the Rayleigh­
Ritz variational method is written in integral form. This 
can easily be done in this case. We have 

G= foR. dro(r-R)u,(r)-c=O. 

This equation as well as the work by Lane and Robson14 

on stationary prinCiples for scattering problems and the 
relationship with the Bloch operator suggests that there 
is a connection between the results obtained here and 
the boundary condition operator method introduced by 
Bloch. 4 We shall now show that the two methods lead to 
identical results and as such provides us with a check 
on our results. 

If we follow the prescription given by Bloch and define 
L (r) = o(r- R)d/dr and insert it into the radial differ­
ential equation, we have 

[ 
d2 1(1 + 1) ~ 

dr2 - ---:y2 - U(r) + k2 - L (r~ u,(r) = - L (r) u,(r). 

(25) 

If we insert our expansion for u" multiply by <t>;(r), and 
integrate, we find 

'£ a' ( fR. ~ d<t>~ dr+A ) = <t>](R)'£ a~ dd<t>!.. 
m m 10 dr dr Jm !II r 

(26) 

This expression is identical with Eq. (22) with A given 
by Eq. (24). 

Calculations were performed using this method. The 
results obtained agreed with those obtained by the ma­
trix inversion method discussed in Sec. II. 

V. SUMMARY AND CONCLUSIONS 

The present work has demonstrated the uniform con­
vergence of the plane-wave expanSion method and has 
also provided an alternative method for the derivation 
of the expansion coefficients. The proof of uniform con­
vergence should dispel any questions on convergence and 
uniqueness of the expansion. This coupled with the suc­
cess of calculations using this method indicate the use­
fulness of this method not only for studies of nuclear re­
actions but also for studies of atomic and molecular 
collisions. 

Presently, work is underway which extend this ap­
proach to coupled- channel Born approximation (CCBA) 
and coupled-channel mass transfer (CCMT) calculations. 
In particular, the method described in Sec. IV seems 
to be extremely useful in the description of CCMT cal­
culations. We will report on this work in the near future. 

The authors wish to thank Professor D. Robson for 
a critical reading of an early version of this manuscript. 
His critical comments were much appreciated. 
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Multiplicative stochastic processes, Fokker-Planck equations, 
and a possible dynamical mechanism for critical behavior 
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A derivation of the Fokker-Planck equations for additive stochastic processes is given which involves 
treating the continuity equation in the configuration space representation of the additive stochastic 
process as a multiplicative stochastic process. The average of the continuity equation becomes the 
Fokker-Planck equation. A presentation of the "multiplicative stochastic, Markov approximation" 
follows. This approximation is applied to the analysis of the dynamics of a heavy particle in a 
molecular fluid as described by Hamilton's equations. The nonperturbative approximation technique 
leads to the Fokker-Planck equation for simple Brownian motion. As part of the analysis, "intrinsic 
diffusion" is discovered and used to show ergodicity for the autocorrelation formula which appears 
during the Brownian motion calculation. An account of how these methods might be used to study 
the dynamical origins of critical behavior is given. 

INTRODUCTION 

The purpose of this paper is to illustrate connections 
between additive and multiplicative stochastic process­
es. The distinction between additive and multiplicative 
stochastic processes was explained in an earlier paper. 1 

In several subsequent papers, 2-5 application was made 
of multiplicative stochastic processes to the description 
of quantum mechanical phenomena. Such applications 
may be thought of as the generalization for quantum 
mechanical processes of Brownian motion, an additive 
stochastic process, and Kubo6 has referred to such ap­
plications as quantum mechanical Brownian motion. A 
general theory for additive stochastic processes has 
been presented1• 8 within the framework of stationary, 
Gaussian, Markov processes. The domain of applicabil­
ity for additive stochastic processes includes Brownian 
motion, 9-11 irreversible thermodynamics, 12 fluctuating 
hydrodynamics, 13 and light scattering from simple 
fluids and fluid mixtures, 14-16 as well as other topics. 
It would appear that additive stochastic processes are 
of relevance for classical physics rather than for 
quantum physics. This separation of applicability of 
additive or multiplicative stochastic processes to clas­
sical or quantal phYSics, respectively, is not of a 
fundamental nature: For most purposes it is a natural 
separation. However, Haken11 has reviewed the use of 
additive stochastic processes in quantum mechanical 
contexts, and this paper will exhibit the utility of multi­
plicative stochastic processes in classical physics. 

The primary connection to be described involves a 
technique for the derivation of the Fokker-Planck equa­
tion for an additive stochastic process. The technique, 
however, uses a multiplicative stochastic process 
which is generated by the original additive stochastic 
process. In this way, the relationship between the 
Markov nature of the process and the properties of the 
second moments of the fluctuating forces is highlighted. 

The technique just referred to suggests a method for 
the derivation of the Fokker-Planck equation for Brown­
ian motion which connects the diSSipative, friction con­
stant of Brownian motion with interparticle potentials, 
in a model of Brownian motion in which the fluid is 
treated as N interacting fluid molecules obeying con­
servative classical mechanics. This problem is worked 
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out in detail and involves an unusual type of diffusive 
behavior characterized by a Green's function 

( 
KBT 2\-1/2 r (q_q,)2 ] 

21T--;:n t) exp L- 2(KBT/m)t2 

in one dimension. This peculiar diffusion provides for a 
proof that the autocorrelation formula, for the dissipa­
tive, friction constant which is derived, is ergodic. 

The conclusion of this paper considers certain infinite 
series which arise in the Brownian motion problem. 
The possibility of summing the series is raised. In 
addition, it is suggested that the series provides the 
possibility for understanding the origin of critical be­
havior in terms of a dynamical mechanism. 

FOKKER-PLANCK EQUATIONS 

The complete stochastic description of an additive 
stochastic process is given by the solution to its asso­
ciated Fokker-Planck equation. For the case of Brown­
ian motion, in one dimension, the additive stochastic 
process is given by Langevin's equation 

d -
Mdtu(t)=- au(t)+F(t) 

where a > 0, and F(t) is a purely random, stationary, 
Gaussian force satisfying 

(F(t» = 0 and (F(t)F(s» = 2M(t - s) 

(1) 

(2) 

where ( ... ) denotes stochastic averaging. 1.10.11 The 
delta function in (2) implies the Markov property for the 
stochastic process u(t), 11 as must be proved using the 
definition of a Markov process, which definition in­
volves specific behavior by the higher than second­
order correlation distributions for u(t). 11 The Markov 
property is then used to imply the validity of the 
Smoluchowski equation, which for Eq. (1) is written asll 

P(u(O) lu, t+ ~t) = J P(u(O) lu', t)p(u'lu, ~t)du' (3) 

where P(u(O) I u, t) du is the conditional probability that 
the value of u(t) and time t will be between u and u+du 
given that at time t= 0, u(t) had the value u(O). The 
Smoluchowski equation is used to derive the Fokker­
Planck equation which in this example becomes 

Copyright © 1974 American Institute of Physics 1918 
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:tP(u(o)lu,t)=- :u (- ~UP(U(O)lu,t») 
A a2 

+ M2 ~P(U(O) lu, t) (4) 

The solution tp Eq. (4) is subject to the initial condition 
at t = 0 that P(u(O) I u, 0) = 6(u - u(O». The solution to the 
Fokker-Planck equation provides the conditional prob­
ability distribution which for a Markov process contains 
all possible information about the time evolution of the 
process. The solution to (4) is 

( 
KBT 2 ~ -1/2 [M(u - P(t)U(0»2) 

p(u(O)lu,t)= 21T~(1-p (t») exp -,2KBT(1-p2(t» 

(5) 

where p(t)==exp[- (a/M)t], and we have used the relation 

(6) 

which is Einstein's relation within the context of 
Langevin's equation. Relation (6) follows from the re­
quirement that the solution to (4) satisfy the asymptotic 
limit 

(. K T) -1/2 ( MU
2

) ~~~P(u(O) lu, t) = ~1T ~ exp - 2KBT 

where the right-hand side of (7) is the Maxwell distri­
bution. In Einstein's treatment of Brownian motion, 18 

the analog of (6) is derived 

(7) 

(8) 

where D is the. diffusion constant. Both relations (6) and 
(8) are referred to as Einstein's relation in the litera­
ture. Relation (8) is the original relation which follows 
from the diffusion equation, whereas relation (6) is the 
prototype for fluctuation- dissipation theorems. 7 

Multicomponent generalizations of Langevin's equa­
tion lead to the general theory of stationary, Gaussian, 
Markov processes 7,19 which are described by the 
equations 

(9) 

where 01= 1, 2, ... , N, A aa, is an antisymmetric matrix, 
Saa' is a ~mmetric matrix with nonpositive eigenval­
ues, and Fa(t) is an n-component, purely random, 
Gaussian fluctuating force satisfying 

(Fa(t» =0 for each a, (10) 

(Fa(t)FB(s»=2QaB6(t-S), (11) 

where Q aB is a symmetric matrix with nonnegative 
eigenvalues. The corresponding Fokker-Planck equa­
tion is given by 

with the initial condition P(a(O) I a, 0) = 6(a - a(O». The 
solution to (12) is given by7,19 

P(a(O) I a, t) 

rIIC(t)1111/2 1 

= [ (21T)n J exp[ - a(aa - D aa, (t)aa' (O»C aBet) 
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(12) 

(13) 

where IIC(t)1I denotes the determinant of C(t), and Daa,(t) 
is defined by 

D(t) == exp[(A +S)t] 

and CaB(t) is defined by 

C-1(t) == E-1_ D(t)E-1D+(t) 

(14) 

(15) 

in which the matrix E is determined by the entropy Set), 
given by 

(16) 

so that E is symmetric with positive eigenvalues. To 
get (13) from (12) we have used the generalized fluctua­
tion-dissipation theorem 7,19 

2Q aB = - (Aa8 + Sa8)Eii~ + E;,18(A 8B - S8B) 

which follows from the requirement that 

lim P(a(O) I at) = Wo exp(- taaEa~B) 
t-oo 

(17) 

(18) 

where Wo = [II EII/ (21T)n]1 /2, and the right-hand side of (18) 
is seen to be the Boltzmann-Planck formula because the 
entropy is given by (16). The derivation of (12) requires 
proving that (9) with (11) describes a Markov process. 
Then a generalization to n components of Smoluchow­
ski's equation leads to (12).11 

A further generalization is possible in which one 
deals with continuous, variable indices. Analogs to (9), 
(11), and (17) result in 

:t a;(r, t) = - f Aij(r, r')a j (r' ,t)dr' 

-J S/j(r,r')aj(r', t)dr'+F;(r, t), (19) 

(FI(r, t)F/r', s» = 2Q;j(r, r')6(t - s), (20) 

2Qlj(r, r') = J [(AII(r, r") +SIl(r, r"»Ei}(r", r') 

+Ei~(r, r")(- Alj(r", r') + SlJ(r", r'»] dr" 

(21) 

where E IK(r, r') is the entropy matrix analog of (16) 

S(t)=So-tKBJ J a;(r,t)Eij(r,r')aj(r't)drdr'. (22) 

This form of the general theory of stationary, Gaussian, 
Markov processes leads to hydrodynamical applica­
tions, 7,14-16 as well as to applications in other field de­
pendent problems. 8,20 There is also in this case a cor­
responding Fokker-Planck equation which will involve 
utilization of the techniques of functional differentiation. 
We shall not write down this equation. 

At this point a partial review of the structure and 
significance of the FOkker-Planck equation for additive 
stochastic: processes has been presented. It is neces­
sary, before proceeding further with Fokker-Planck 
equations, to review the basic theorem in the theory of 
multiplicative stochastic processes. 

Consider an equation of the form 

(23) 

where 01= 1, 2, ... ,N, A aa, = -Aa'a, Aaa,(t) =-Aa'a(t), 
and the matrix Aaa, (t) is a purely random, Gaussian 
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matrix with mean value zero, which implies that1 

(Aaa' (t» = 0 and (..4"a' (t)A88, (s» = 2Q a .. ' 88' O(t - s) 

(24) 

and that the higher-order averaged moments are given 
by 

(.4a1 .. 1(t1)·· ·Aa a' (t2n-1» = 0, (25) 
2n-1 2n-1 

(A a1 at (t1) ••. A"2na2n (t2n» 

1 n 

= 2"n! PE~n JI}1 (A"p(2J_O"P(2J_lI(tP(2J-1>A"p(2j1"P(2J) (tp(2J») 

(26) 

where LJ>E S2n denotes the sum over all permutations of 
the symmetric group of order (2n)l. Equations (25) and 
(26) are consequences of the Gaussian property of .4(t). 
It has been proved that these properties of ..4(t) lead to 
the averaged equation1 

(27) 

in which the matrix Q .. 66 ... is determined by (24) which 
implies that it is symmetric with nonpositive eigen­
values. Whereas (23) describes fluctuating oscillations, 
(27) describes damped oscillations. 

The proof of (27) from (23) using the properties of 
(24), (25), and (26) goes through unchanged if the A .. a , 

in (23) is augmented by the addition of a symmetric 
matrix S ..... which has nonpositive eigenvalues. That is, 

d -
dt a .. (t) = A ..... a ... (t) + S ..... a .. , (t) +A .... , (t)a .. , (t) (28) 

leads to 

(29) 

upon performing the average of (28). 

In addition, this result can be generalized to infinite 
matrices and to continuous indices. Therefore, we shall 
also use the theorem in the form 

a -
at f(q, t) = L(q)f(q, t) + L(q, t)f(q, t) (30) 

leads to 

a 
at (f(q, t» = L(q)(f(q, t» + D(q)(f(q, t» (31) 

where L(q) is a linear differential or integral operator, 
L(q, t) is a purely random, Gaussian, fluctuating linear 
differential or integral operator with mean value zero, 
and D(q) is a linear differential or integral operator 
given by 

(i(q, t)L(q, tt» = 2D(q)1i(t - tt). (32) 

In (30), it will be assumed that i(q, t) is an antisym­
metric operator, which means that if {CPI(q)} is a com­
plete set of real orthonormal functions of the coordi­
nates q, then 

[L(t)]'K = - [i(t)]KI (33) 

where [i(t) ],K == f CPI(q)L(q, t)CPK(q) dq. Consequently, 
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D(q) is a symmetric operator, which means that 

[D],K = [D]KI 

where [D],K == f CP, (q)D(q) CPK(q) dq because 

[D],K = 10 t ([L (t)],AL (S)]JII) ds. 

(34) 

(35) 

From (35) it is also seen that the eigenspectrum of D(q) 
is entirely nonpositive. The operator L(q) in (30) may be 
either antisymmetric or of mixed symmetry in analogy 
with (23) and (28), respectively. Specific examples of 
these formal expressions will occur in the following 
paragraphs. 

The q in (30) and (31) may represent a single variable, 
or it may represent a set of variables. Suppose we ex­
plicitly have N q's: qi> q2, •.. ,q N' Consider the con­
figuration space corresponding with these q/s and let 
f(q1q2' •• qNt ) be the distribution function in configura­
tion space. If N = 2m and m of the q / s are coordinates 
and m of the q/s are momenta, then the associated 
configuration space becomes phase space and f becomes 
the phase space distribution. However, in several con­
texts it is not phase space which will interest us and, 
therefore, we use the notation q/s for a generalized 
configuration space of N variables. 

It is always the case that the continuity equation is 
true in configuration space. In our notation this becomes 

~ f(q1'" qNt ) = - ~ (qJf(qJf(q1" .q~» 
at aqJ 

(36) 

where qJ==d/dtqJ(t). If we are actually dealing with 
phase space and a conservative system for which 
Hamilton's equations are valid, then (36) leads to 
Liouville's equation. 21 However, in general we will not 
necessarily be in phase space or be dealing with a con­
servative system, so that Liouville's theorem is not 
generally valid although (36) is. In the general case, 
some relationship between the q/s and the q/s must 
hold if (36) is to lead to anything useful. 

Returning to (9), we will take for the q/s the aa's. 
Therefore, (36) is seen to be given by 

:tf(a1' .. aNt) = - a! .. (a .. f(al ••• aNt» (37) 

For the a .. 's we use (9) which converts (37) into 

a a -
atf(a1" . aNt) = - aa", [(Aa .. ·a .. , + S ..... a ... + F a (t)}f(a1 ... aNt)] 

(38) 

which is clearly a multiplicative stochastic process in 
the form of (30) if we identify 

and 

a 
L(q) - - -" - (A", ... a ... + S .. a.a ... )x 

va .. 

The analog of (31) is then 

a 
at (f(a1 ••• aNt» 

a 
= - -;- [A ..... a ... + Sa",.a ... )(f(a1 .•• aNt»] 

va .. 

(39) 
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This is precisely the Fokker-Planck equation (12) if 
we identify 

P(a(O) la, t) - (f(a1 ... aNt». (41) 

Consequently, given an additive stochastic process, we 
can write out its associated continuity equation in its 
configuration space and we arrive at a multiplicative 
stochastic process, the average of which is the Fokker­
Planck equation of the original additive stochastic 
process. 

Because the connection between (38) and (40) requires 
that F ,,(t) is purely random, we see the Markov prop­
erty and its connection with the Fokker-Planck equation 
without having to proceed via the Smoluchowski equa­
tion. As a special case of (38) and (40), we momentarily 
return to (1) from which the analogs of (37) and (38) 
follow: 

a a " ) otf(u, t) = - au \uf(u, t) , (42) 

:tf(u, t) = - :u [(- ;u + ~9f(U, t)]. 

The average of (42) is 

a a (0' ~ ~ 0
2 

at (f(u, t» = au Mu(f(u, t)J + M2 ou2 (f(u, t» (43) 

which is identical with the Fokker-Planck equation (4). 

THE MULTIPLICATIVE STOCHASTIC, MARKOV 
APPROXIMATION 

In this section we will discuss an approximation pro­
cedure which will be referred to as the multiplicative 
stochastic, Markov approximation. Its connection with 
the preceeding section will be illustrated, and it will 
provide the background necessary for the analysis of 
Brownian motion which follows in the next section. The 
approximation procedure introduced here is 
nonpertur bative. 

Suppose we have a particle in a fluid. It is, on the 
average, at rest, although it does execute a fluctuating 
motion. We could describe this motion of the particle 
phenomenologically by the equation 

M
dx 

=P(t) 
dt 

(44) 

in which the fluctuating momentum P(t) is assumed to be 
a purely random, Gaussian stochastic process with 
average value zero and a second moment given by 

(45) 

in which M is the mass, as in (44), and D is a constant. 
The continuity equation in the configuration space de­
scription of (44) is 

:t f(x, t) = - :x (Xf(x, t» 

= _ ~ P(t) f(x t) 
ox M ' 

= _ P(t) ~ £,( t) 
M oxJx , • (46) 
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This is again a multiplicative stochastic process with a 
purely random, Gaussian stochastic operator. The 
average equation is, therefore, 

a 02 

at (f(x, t» = D ilx2 (f(x, t» (47) 

which is recognized as the diffusion equation with diffu­
sion constant D. Equations (46) and (47) are special 
cases of (37), (38), and (40). 

It may be objected that from Brownian motion we 
know that (45) is not so, but that instead 

«P(t)P(s») = MKBT exp(- ;It-sl) (48) 

which follows from (5), and in which the rounded ( ... ) 
denote an average over the initial value distribution in 
addition to the stochastic average denote by ( ... ). The 
second average makes (48) a stationary expression de­
pending upon It - s 1. 10 Using (48) in (46) leads again to 

il P(t) a 
otf(x,t)=- M oxf(x,t) (49) 

which is still a multiplicative stochastic process, but 
the stochastic operator is now no longer purely random, 
so that we cannot use our theorem for averaged multi­
plicative stochastic processes. However, the p(t) in 
(48) and (49) is still a Gaussian process because the 
u(t) in (1) inherits the Gaussian property from the P(t) 
in (1) since (1) is a linear equation. In the Appendix it is 
shown that the Gaussianness of p(t) leads to the exact 
result 

a {t 1 02 

at «f(xt») = J
o 

M2 «P(t)P(s»)ds ox2 «f(xt»). (50) 

Using (48) in (50) permits performance of the integra­
tion giving 

a KBT [ I O'~] 0
2 

il t «f(xt») = -;- 1 - exp r M'l ox2 «f(xt») (51) 

which differs from (47) by the presence of a time de­
pendent diffusion constant: (KB T/0'){1- exp[- (O'/M)t]}. 
For times long compared with M/O' we can neglect the 
exponential term, and this constitutes the multiplica­
tive stochastic, Markov approximation. The integral in 
(50) can be used to define a diffusion constant when we 
neglect the exponential part in (51). We get 

lit D' = lim-;;-;>5 «P(t)P(S») ds 
t~oo lV!" 0 

(52) 

where D' will be used in an expression like (45). Be­
cause of the infinite decay tail in (48), we have taken the 
limit t- 00 in (52), although the greatest part of the in­
tegral comes early. Using (48) in (52) gives 

D' =KBT/ 0'. (53) 

Note that (52) also gives the strength of the second 
moment for M"'1p(t) as expressed by (45) since 

D=lim~ {t(P(t)P(S»dS. 
t~oo Jo 

(54) 

Therefore, if D=D' we have the multiplicative stochas­
tic, Markov approximation for (48) and (49) given by 
(45) and (46). The average equation (47) or (51) is the 
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diffusion equation, and the connection between diffusion 
and Brownian motion given by 

(55) 

is Einstein's original formula (8).18 The self-consisten­
cy of the multiplicative stochastic, Markovapproxima­
tionrequires that the D' we get from (52) not be too 
large so that diffusion is slow compared with the re­
laxation of (48) which is governed by the magnitude of 
0'. Indeed, (48) decays faster for larger a which via 
(53) results in a smaller D' which implies a slower dif­
fusion. Therefore, in thIs example, the multiplicative 
stochastic, Markov approximation is seen to be intrinsi­
cally self-consistent. The reciprocal relation between 
D' and a generalizes to the more general case of multi­
component processes. 

In the next section, analogs of (52) will arise in which 
a stochastic quantity has a non-purely-random second 
moment correlation formula from which we are cal­
culating its strength. A formula like (52) will be used 
to calculate the strength to be used in the replacement 
correlation formula which is purely random. This will 
be analogous to the replacement of (48) by (45) where the 
D in (45) satisfies (55). The presence of the infinite 
time limit is formal, and it will be shown that the cor­
relation integrand actually decays significantly in a very 
short time interval, as was the case with (52) with (48) 
in the integrand. 

Before proceeding further, it is worth remarking that 
while we can actually solve (49), given (48), by writing 
(50), because of the Gaussian property, it is not a 
generally valid procedure for situations in which the 
stochastic operator does not commute with itself at dif­
ferent times. 22 Here, commutivity is guaranteed by the 
simple form of (49). When there is noncommutivity, 
then the Gaussian property alone is not sufficient for 
the reduction of the averaged equation to a workable 
form, and the multiplicative stochastic, Markovap­
proximation becomes essential. 22 

MICROSCOPIC MODEL OF BROWNIAN MOTION 

In this section we shall bring to bear the techniques 
of the preceeding sections as we attempt a derivation of 
the Fokker-Planck equatio'il (4), for a Browniin parti­
cle, starting from a description involving a heavy parti­
cle interacting with N fluid molecules according to 
Hamilton's equations of motion. This is not a new pro­
gram as far as its objective is concerned. Others, 
using other contexts and techniques, have also made this 
objective their goal. 23-27 Our present context and tech­
niques were suggested by Kub026 in his remarkable 
pioneering work On multiplicative stochastic processes. 
The results in this paper differ' somewhat with Kubo's 
results because he used some simplifying assumptions 
which we have found unnecessary. It will be seen that 
the analysis presented here goes beyond that of any of 
the other references cited in terms of the detailed ac­
count of what is happening dynamically. Two main con­
sequences accrue: (1) A new kind of "intrinsic diffusion" 
is discovered which enables us to show ergodicity for 
the correlation formulae which appear, and (2) a con­
nection with the dynamical origins of critical phenomena 
is seen. The first point will be emphasized as it comes 
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up later in this section, while the second point will be 
discussed in the section following the next section. 

Our starting, point is the Hamiltonian 

IPI2 N ~ N 1 N 
H= 2M + ~ 2 + ~ cp(R, rJ) + -2 ~ U(rj> r k) (56) 

j=1 m j=1 j*k 

where the heavy particle has mass M, position R, and 
momentum P, and the fluid molecules have mass m, 
position rio and momenta Pj wherej = 1,2, ... , N. 
cp(R,r

J
) is the interaction potential between fluid mole­

cule j and the heavy particle, and U(rJ,rk ) is the inter­
action potential for the fluid molecules. Because our 
description is that of a conservative system we may use 
Liouville's theorem to express the continuity equation 
corresponding with the phase space picture for the 
system: 

!. f=-iLf 
at 

wheref"'f(RPr1P1'" rNPNt) and - iL is defined by 

. P N N 
-zL",- M'Va- ~ Ei' Vr +~ Vacp(R,rj)' (Vp-Vpj) 

j=1 m j 1-1 

(57) 

+ ~ VI' U(r/ , r k)' VpJ. (58) 
I*k j 

The Liouville operator defined by (58) will be separated 
into two parts: 

. P N 
- ZLB'" - M' Va + ~ Vacp(R, r j). Vp, (59) 

1=1 

N N 

- iLB'" - ~ .Et. VI'I + ~ Vrjcp(R, rj)' VPj 1=1 m j=1 

N 

+ M VrIU(r" r k)· VPJ' 
. 

Now, define f by 

f=exp(- itLB)j 

wherej",j(RPr1P1'" rNPNt). USing (57) through (61) 
leads to 

a A - A 

at f = - iLB(t)f 

where LB(t) is defined by 

- tLB(t) '" exp(itLBH- iLB) exp(- itL~. 

(60) 

(61) 

(62) 

(63) 

Our notation suggests that LB(t) is a stochastic opera­
tor. Of course, it is clearly not a stochastic operator 
as is explicitly evident if (59) and (60) are inserted into 
(63). However, it acts like a stochastic operator be­
cause the noncommutivity of LB and LB results in ex­
tremely rapid variations in tB(t) if.N is sufficiently 
large. Moreover, (59) and (60) may be used to exhibit 
LB(t) as a sum of N similar terms. ,This suggests that 
to treat La(t) as Gaussian for large N is not unreason­
able. Therefore, we shall invoke the nonperturbative, 
multiplicative stochastic, Markov apprOximation while 
we treat LB(t) as stochastic. 

It shall be assumed that the average of j, <1>, factors 
for all time as follows: 
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distribution for the fluid molecules in the presence of 
the heavy particle at R, and is given by 

1 l (N 1 12 N ~(Rr1p1'" rNPN) =-Q exp - (3 ~ .!..£i.!:2 + ~ qJ(R, r J) 
N . J.t m J:t 

+ ~ ~ U(rJ' r~») ] (65) 

where QN the normalization constant which satisfies 

J •.• J ~(Rr1Pt'" rNPN) dRdrl'" drNdpl" ·dPN= 1. 

(66) 

The heavy particle coordinates R appear in (65) because 
the inertia of the heavy particle is so large that the 
fluid molecules achieve thermal equilibrium relative to 
the instantaneous position R of the heavy particle very 
rapidly compared with the rate of change of the position 
R. This situation is analogous to the technique used to 
derive the Langevin equation starting with a heavy par­
ticle in a fluctuating fluid, in which case the fluid fluc­
tuations must be computed subject to boundary condi­
tions representing the presence of the heavy parti-
cle. 7,28,29 The response of the fluid to the presence of 
the heavy particle must appear in the computation if 
sensible results are desired. 

Returning to (62) and using (64) we get, on the 
average, 
a 
atgB(Pf) 

=-~l"'N"'f f .. ·N+l .. ·f LB(O)LB(s) 

(67) 

where we have integrated over the fluid variables and 
R, and the quantity 

-Jo"'J .. · N ... J j".N+1 ... J LB(O)LB(s) 

H7(RrNpN) dNrdRdNpds (68) 

is almost the analog of the correlation strength given in 
(52). The minus sign comes from (i)2 and r N denotes 
rl' .. r N whereas dNr denotes dr1' •• drN, etc. The in­
tegration over the variables in H7 corresponds wi.th 
the round brackets average in (48) and provides the 
analog of stationarity. Note that (68) is not exactly the 
analog of (52) because it is still an operator. Equation 
(67) is what would result if LB(t) were really a stochas­
tic, Gaussian process for which the Markov property 
holds. We have implicitly assumed that the average of 
LB(t) is zero in writing (67). We shall digress for a 
moment and explicitly demonstrate that LB(t) has a zero 
~verage, and that (68) is stationary. The average of 
LB(t) is given by 

«LB(t») == J ... J LB(t)~dNrdRdNp 

= J ..• J exp(itLR)LB exp(- itLR) H7dNr dRdNp. 

(69) 

The operator given by (69) acts upon functions of P. 
Using (60) and (65) it follows that 

exp(- itLR){H7l/J(P» = ~q exp(- itLR)(l/J(P» = H7l/J(P) (70) 

where l/J(P) is an arbitrary function of P, because 
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LR(H7) = 0 and L R(R7"1/J(P» = LR(~)l/J(P) + W1tLR(l/J(P», 
and LR(l/J(P» = 0 since'LR does not involve P. Therefore, 
we have 

«LB(t»)=J •.• J exp(itLR)LBR7"dNrdRdNp. (71) 

Expanding exp( itLR) in a power series and integrating 
each term by parts leads to 

- J J Ii N «LB(t») = ... LB~d.rdRd p (72) 

since all but the first term in the power series give 
zero because R7" vanishes at the boundaries of integra­
tion. Using (59) and (65) gives 

i«LB(t») = f·· ·f[~·v.(~) +v.(~), ~Vl'J dNrdRdNp 

= 0 (73) 

where the second equality follows from integration by 
parts with respect to the coordinates R. The stationari­
ty relation follows from similar arguments beginning 
with 

«LB(t)LB(s»)== J '" J LB(t)LB(s)~dNrdRdNp (74) 

= J ••• J exp(itLR)LB exp(- i'tLR) 

x exp(isLR)LB exp(- isLR)~dNrdRdNp. 

Using an argument which is like that used in going from 
(70) to (71), we can go in the reverse direction and get 

«LB(t)LB(s») = J •.. J exp(itLR)LB exp(- itL~) 

xexp(isLR)LB exp( - isLR) exp(itLR) 

x~dNrdRdNp 

= J •.. J LB exp[i(s - t)LR]LB 

xexp[- i(s - t)LR]R7"dNrdRdNp (75) 

where the second equality follows from an argument 
identical with that used to get from (71) to (72). There­
fore, the quantity given by (68) is in general 

J t'" «LB(t)LB(s») ds = J t '" «LB(O)LB(s - t») ds 

= Jo'" «LB(O)LB(s'»)ds' (76) 

where the first equality follows from (75) and the sec­
ond equality follows from the change of variables s' 
= s - t. This ends our digreSSion. The expression in 
(67) is an approximation to the exact behavior described 
by (62), and we shall analyze the detailed behavior of 
(68) regorously from here on, to the end of this section. 

It is very convenient to get the ~ term in (68) as far 
to the left as possible before atte~tin~ to perform in­
tegrations. This requires letting LB(O)LB(s) act on ~ 
as is appropriate. Using (63) gives . 

- LB(O)LB(S)~gB = - LB exp(isLR)LB exp(- isLR)~gB~ 

(77) 

As is indicated in (67) there will be an integration over 
R. Using (59) for LB and integrating over R by parts 
shows that 

f· ··f (- :. V. + ~ V.qJ(R, r J) • Vp) exp(isLR)LB 

xexp(-isLR)~gBdR 
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(78) 

where the integrated term at the boundaries vanishes 
because W7 vanishes there. Equation (78) shows that 
the LB on the left in (77) acts only through the potential 
term 

N 

- iL~:: L; V.cp(R, rJ) . Vp. 
J=1 

(79) 

Therefore, in effect (77) reduces to 

- LB(O)LB(s)"W'i:gB-' - L~exp(isLR)LBexp(-isLR)W7gB' 
(80) 

at least after the R integration is performed. Returning 
to the justification of (70), we see that 

exp(-isLR)W7gB= "W'i:gB' 

Using (59) and (65), it is seen that 

Furthermore, we have 

exp(isLR) W7h:: W7 exp(isLR)h, 

(81) 

(82) 

(83) 

where h is any function of the variables P, R, r J' and PJ 
for j = 1, 2, ... ,N. This relation follows from the rea­
sons given in justification of (70). Therefore, (80)-(83) 
give 

- L B(O)LB(s)W7gB 

N 

= ~ L; V.cp(R, r J)· Vp exp(isLR) 
J=1 

where the last equality follows from a result analogous 
to (82) which depends upon (79): . 

- iL~ U7h:: W7(- iL~)h. (85) 

The expression in (84) becomes an equality when the R 
integration is performed. Note also that the P / M . Va 
operator in (84) acts on gB only, and because gB depends 
upon P only the effect is zero. Therefore, (84) becomes 

- LB(O)LB(s)WWgB 

- "7(t V.cp(R, r J)· Vp\ exp(isLR) 
J=1 ~ 

(
N P N ~ 

X L; V.cp(R, rll) . Vp + 13
M

, Va L; cp(R, rll) gB' 
h1 h1 

(86) 

Finally, since LR does not contain P, we may combine 
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terms as follows: 

- L B(O)LB(s)U7gB 

- W7(~ il~1' cp(R, r J») exp(isLR) 

x(E il~v cp(R, rll») il~1' (f3:J + il~JgB' 
Returning to (68), we have found that 

-[J ... N ... J j ... N+1 ... jLB (0)LB (S)W7 

x(B. O~I' cp(R, r J») exp(isLR) 

x (t o~v cp(R, rll») o~ I' ~ Z + o~J 
xdNrdRdNpdsgB• 

(87) 

(88) 

If for a moment we specialize the above results to one 
dimension, and use the fact that P=Mu, then we have 

a f.~ a) o~u 10) 
oPIL \f M + op .. - au ~ M + J;ll. au (89) 

and 

11··· j W7(B O~I' cp(R, rJ») exp(isLR) 

x(~ o~v cp(R, rll») dNrdRdNpds 

-J:} ... / wr(E o~ cp(R,rJ~ exp(isLR) 

x(~ o~ cp(R,rll») dNrdRdNpds, (90) 

where ~q and L R are one-dimensional expressions in 
the last expression above. Comparing these results with 
(4), we see that we have the Fokker-Planck equation for 
a Brownian particle in (67), if we use the one-dimen­
sional analogs given by (89) and (90). Using (6), it is 
seen that we have the identity 

A = 10 J ... f ww ~ o~ cp(R, r J) exp(isL R) 

N 

x L; "OR cp(R, rll) dNrdRdNpds. 
11=1 u 

(91) 

This is all reasonable since we can readily associate 
N a _ 
L; "R cp(R, r J) - - F(O) 
J=1 u 

and (92) 
N a _ 

exp(isLR) L; "R cp(R, rll) - - F(s). 
11=1 u 

This second association is perhaps even clearer if we 
reinsert exp(- isLR) on the right of the integrand of (91), 
which changes nothing as was seen in going from (69) to 
(71). The strength of the stationary correlation, 
(F(O)P(s») , follows from (2) and a formula like (52) 
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which reads 

A = fo'" «F(O)F(s») ds. (93) 

In Eq. (88), we actually have the three-dimensional 
generalization of (4) which gives 

A .. ,,== 11···f ~(~ a~ .. ('o(R,r/») exp(isL~ 
x(~ a~" (,O(R, r,,») dNrdRdNpds (94) 

where A .. " is the friction tensor, 7 and it is useful in de­
scribing rotational Brownian motion if the potential (,0 is 
not spherically symmetric. 29 

It is to be especially noted that exp(isLR) appears in 
(94) and not the full Liouville evolution operator 
exp(isL). This point has been emphasized by MOri, 30, 31 

who also gets this type of result from a different ap­
proach. Other treatments involve exp(isL) in analogous 
expressions, and lead to certain technical difficulties, 
sometimes referred to as the "plateau value prob-
lem. ,,23,24,27 The relationship of (94) to Kubo's transport 
coefficient formula may be found in the references just 
cited. 

ERGODICITY 

A phase space function f(q 1 ••• q NP1 ••• P Nt) is said to 
be ergodic if 

lim (f(q1··· qNP1··· PNO)f(Q1··· QNP1·· ·PNs»=O (95) 

where ( ... ) denotes the canonical, initial value aver­
age. 32 We would like to show that the force on the 
Brownian particle Lf=1 a/oR" (,O(R, r /) in Eq. (94) is 
ergodic in the sense of (95). Furthermore, if the vanish­
ing of the correlation function in (94) is fast enough, 
then the integral over s will be finite. To show ergodici­
ty it is necessary to analyze the detailed structure of 
exp(isLR). In dOing so, we will discover a phenomenon 
which we shall call "intrinsic diffusion. " This intrinsic 
diffusion has interest in its own right, independently of 
our particular context here. 33 

The time ordered exponential for a time dependent 
operator which does not commute with itself at different 
times is defined by 

! exp(fo 
8 

O(s') ds') 

(96) 

Given an operator of the form exp[is(A + B)] where A and 
Bare noncommuting differential operators, we have the 
following disentanglement theorem: 

exp[is(A+ B)] = exp(isA)! exp[i fo S exp(- is' A)B 

x exp(is' A) ds']. 

Both sides of (97) are clearly equal for s = 0, and dif­
ferentiation of both sides for s '" 0 gives identical re­
sults, proving the validity of (97). 

(97) 

When (97) is applied to exp(isLR ), where we use (60), 
we get 
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exp(isLR ) 

=exp Is t. £t· V )Texp L[8 exp (- s t Eli. Vr ) ~ /=1 m rl - [0 /l=1 m " 

x(t Vr/(,O(R, r /)· VPI + t Vr,U(r" r,)· VP/) 
/=1 I~' 

xexp~' R1 ~.Vr".) dsl (98) 

The expression in (98) will be studied in detail in this 
paper with respect to the leading term only. This term 
is 

expls t .et.Vr/J. ~ /=1 m 
(99) 

The detailed analysis of this term will indicate how the 
analysis goes for higher-order terms, although in this 
paper no explicit expressions for the higher-order 
terms will be .offered. 

Returning to (94), we see that we need to calculate the 
canonical average of expression (99). We shall perform 
the momenta integrations first. The leading term in (99) 
gives 

(21TmK Tr3N 12f .. ·f exp (- (3 t ~) 
B /l=1 2m 

x exp Is t F..t. V r \ dN P 
'\ /=1 m 1/ 

= (21TmK B Tr3N 12 ~1 f f f exp (- (3 If~ 2) 
exp ~~. Vr/)dP/. (100) 

For a fixed j, we shall now consider the integral over 
the x component of Pi because the other components and 
the other momenta integrals all work out similarly. We 
have, therefore, as a typical integral 

(21TmKB T)-1I2j-'" exp (- (3~) exp ~~ :Jdh< 

="£ [(s/m)(a/ax)]" (Pi,) (101) 
"=0 n! 

where 

(Pix> == (21TmBKB T)"1/ 2 j",'" pix exp (- (3~~)dPlx. 
These Gaussian integrals are well known and are given 
by 

(Pix> = 0 for n = 2m + 1 where m = 0,1,2, ... 

and 

(P" > = (2m)l (p2 >m for n=2m where m=O, 1, 2,'" ix 2mm! Jx 

Inserting these averages into (101) gives 

(21TmKBTr1l2 f",~xp(- (3~~ )exp (sp,: :x) dPlx 

=exp (s2KBT £) 
2m ox2 

because (p~,) =mKBT. Returning to (100), we get 

(102) 

(103) 
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N (K T ) = n exp S2_B_ V2 . 
1=1 2m rJ 

(104) 

If only the leading term in (99) is used in expression 
(94), then the canonical momenta averages give 

J\~v= 10 J .. J w:'(R, rt'" rN)(~ a~1A cp(R, r j ») 

N (2KBT 2)(4- a \ N 
X J!1 exp ~ 2m Vrj ~ oR" cp(R, r~)J d rdRds (105) 

where W1Q (R, r1 ... rN) is the coordinate dependent factor 
in W~, and the superscript on J\~" indicates the lowest 
order truncation of the series implicit in (98) by virtue 
of (96). A typical term in (105) has an integrand factor 
such as 

exp(s2~~ V~/)(a~" cp(R, r/»)' (106) 

We shall express (106) in a different form which is sug­
gested by an analogy with diffusion. It is worthwhile to 
digress for a moment in order to make the analogy 
clear. 

The diffusion equation in three dimensions is 

a 2 
at D(r, t) = DV~(r, t) (107) 

where D is the diffusion constant. A formal solution to 
(107) may be written as 

D(r, t) = exp(tDV~)D(r, 0) (108) 

as is readily verified by differentiation. In addition, the 
solution to (107) in an infinite volume, with the initial 
condition D(r, 0) = oCr - rO), is given by 

D ( t) = (4 Dt)"3/2 _ I r - rO I 2 
G r, 1T exp 4Dt (109) 

where the subscript G indicates that this solution can be 
used as a Green's function, which enables us to con­
clude from (108) and (109) that 

exp(tDV~)D(r, 0) = (41TDt)-3 /2 f f f 
I r- rOj2 

exp - -.....",-,--'-- D(rO,O)drO 
4Dt 

for arbitrary initial distrubutions D(ro, 0). 

(110) 

The analogy between these results for diffusion and 
expression (106) should be clear. The important differ­
ences are K BT/2m in (106) where D is in (108), and s2 
in (106) where t is in (108). However, remarkably 
enough, there is a Green's function which goes with 
(106) given by 

= (41T~~ s1-
312

/// 

x (o~" cp(R, rn) dri. (111) 

J. Math. Phys., Vol. 15, No. 11, November 1974 

The corresponding differential equation fOllows from 
(106) and is 

a ) KBT 2 
asD(r, s =2s 2m Vr(r, s) (112) 

which is analogous with (107). One may check all this by 
showing that the Green's function in (111) satisfies (112) 
with initial condition D(r, 0) = oCr - rO), in an infinite 
volume. We shall refer to the behavior exhibited by 
(111) as "intrinsic diffusion" to distinguish it from true 
diffusion as exhibited by (110) while suggesting the 
marked similarities. Notice in particular, that "in­
trinsic diffUSion" acts like true diffusion with a diffusion 
coefficient which grows linearly with time: D - (K B T / 
2m)s. Therefore, "intrinsic diffusion" smooths out 
coordinate dependent functions increaSingly rapidly com­
pared with true diffusion. Moreover, it increases the 
rate of smoothing proportionately with temperature and 
inverse fluid molecule mass. 

Returning to (105), and using (111), we get 

N N ( = { f ( a \ ( K T ) -3 /2 
J\~v= ~1 E )0) ... w:,q '0 RIA cp(R, rJ)J 41T 2~ S2 

( I r" - rk 12 ) (a ( ')\ if , N 
Xexp - 4(K

B
T/2m)s2 oR" cp R, r~J d r d rdRds. 

(113) 

It is convenient to use a Fourier transformation repre­
sentation of the potentials in evaluating further expres­
sion (113). Define cp{p) by 

(114) 

using (111) in (113) with (114) gives 

J\~,,= ~ t {=(···f wrO )6 (ip,,) exp[ip· (R- rj)]cfj(P) 
J=1 "=1 ) 0 ) \21T 

Xexp (- s2KBT Ipll~exp[iP" (R- rk)]cfj(p') 
2m I 

Xdp'dpdNrdRds. (115) 

Equation (115) also follows directly from (105) using 
(114). In getting (115) we have used exp[s2(KBT/2m)V~] 
Xexp(ip'· r)=exp[-s2(KBT/2m)lp'1 2]. Either (113) or 
(115) shows that to this lowest order of truncation we 
have ergodic behavior. Note that in (115) the p' = 0 term, 
which does not decay, is multiplied by ip~, which is 
zero. In (113) we see that qualitatively, "intrinsic dif­
fusion" smoothes out the force at time s, for large s, 
so that we are left with the canonical coordinate average 
of the initial force times essentially a constant: 

lim (time integrand of J\~v) 
s~= 

=~f;f"f ~("Ra cp(R,rj»)CdNrdR 
i-I k-I u " 

= 0 (116) 

where C is the constant corresponding with the smoothed 
force at time s, and the second equality follows from a 
result similar to (73). In addition, (115) may be inte­
grated over s explicitly giving 
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A~V= t t f···f w;t(2
1 

V(iP,,) exp(ip· (R- rJ)]qi(p) 
J=1 "=1 rrJ 

x (2K
B

rr;:t p'12) 1 /2 (ip~) exp(ip" (R - rio)] $(p') 

(117) 

As long as $(0) is finite, the (I p'12)1 /2 denominator in 
(117) does not create a divergence because of the factor 
(ip~). 'If <p(R, rIo) is spherically symmetric, (114) may be 
inverted to show that qi(O) = 47T f; r2<p(r) dr, which is 
finite for a large class of physically reasonable poten­
tials, which do not possess too terribly singular hard 
cores, and which tail off rapidly with increased separa­
tion of the interacting particles. The presence of ~ 
in (117) makes it effectively impossible to perform the 
coordinate integrals in general. We will end our present 
discussion of A~v by approximating the coordinate in­
tegrals for high temperatures. 

At sufficiently high temperatures we shall approxi­
mate w;t by y-(N+ll, where V is the volume of our sys­
tem, which volume we have been taking to be essentially 
infinite during much of the preceeding analysis. Al­
though (113) is valid only for an infinite V, since the 
Green's function in its integrand obtains only for an 
infinite V, (117) is valid for finite V since it follows 
from (105) and (114) without any restriction on V. The 
approximation for wtq by V-(N+1) requires that the poten­
tial have a hard core repulsion which, while very large, 
is finite. The limit V - 00 is accompanied by N - 00 while 
N/V remains equal to a constant ii. This is the thermo­
dynamic limit. With the thermodynamic limit the co­
ordinate integrals in (117) can be performed, and we 
get 

A~v" lim V-(N+1) t t f ... f (2..\ 6(iP,,) 
thermo J=1 "=1 2rrJ 

Xexp(ip· (R- rJ)]$(p)(2~:Tr/2 I~'I (ip~) 
Xexp(ip" (R - rk)].p(p')dp' dpdNrdR 

=ii fff ;7T 3(p"Pv)I.p(p)12(2~:T)1/2~dP 

+n2 f f f o(P)(p"Pv) 1 .p(p) 12 (;:r) 1/2 ~dP 

A fff 1 3 A 2irrm) 1 /2 1 
=n 27T (p"Pv) 1 <p(p) 1 \2K

B
T TPT dP• (118) 

The expression given by the second equality has a term 
proportional to ii which comes from the double sum 
LJ Lk when j = k, and a term proportional to ft2 which 
comes when j * k. The R integration produced a factor 
o(p + p') which converted $(P)$(P') into $(P)$(- p) 
= $(p)$*(P) == 1 $(p) 12 as is seen using (114). The 1 p 1 
denominator in each term causes no trouble because of 
compensating numerator factors in P"Pv, which also ex­
plain how the fi2 term vanishes. If 1 $(P) 12 vanishes for 
large 1 p 1 sufficiently rapidly, then the remaining in­
tegral is finite. In general, when wtq is present and no 
approximation is used the value of A~v does not have 
such simple ii or T dependence. 

These techniques need to be extended for the analysis 
of higher order terms in (94) using (98). 
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CRITICAL BEHAVIOR 

That something can be said about critical behavior 
within the context of this paper follows from the ob­
servation that a Brownian particle can be used as a 
probe which manifests the state of a fluid. If the fluid 
passes through a phase transition, the Brownian parti­
cle should exhibit noticeably altered behavior. In partic­
ular, for high enough temperatures the fluid will be a 
liquid or gas, and the Brownian motion should be nor­
mal with a finite value for A"v' However, if we freeze 
the fluid, we should expect that A"v- 00. Using (6) and 
(8), we see that this implies a vanishing diffusion con­
stant D. 34 

If a complete analysis of (94) using (98) were poSSible, 
we would end up with the infinite series: A"v= A~v+A~v 
+ A~v + . •. in which the superscripts indicate the number 
of times a potential appears in the corresponding term. 
We suspect that intrinsic diffusion will result in each 
term being finite, as was seen for A~v' When T = 0, how­
ever, we have a special case in which each term is in 
fact infinite. For A~a, this is seen in (115) because the 
exponential can no longer damp out the integrand when 
T = O. Consequently, A"v diverges for T = 0; a fact con­
sistent with intuitive expectations. For T10 0 each term 
in A"v = A~v + A~v + A~v + . " will be finite, or at least this 
is plausible following our analysis of A~v, and if the 
temperature is sufficiently large, we expect the series 
to be summable. This expectation is based upon qualita­
tive analysis of (94) using (98) which suggests that the 
A"v series goes like a series in powers of the ratio of 
potential energy and thermal energy. For large tem­
peratures this ratio gets small and the series converges. 
The possibility exists that each term in A"v = A~v + A~v 
+ A~v + ••• is finite while the sum diverges, if the tem­
perature is small, but nonzero. This suggests that there 
exists a temperature Tc such that for T> T c the series 
sums while for T ~ Tc the series diverges, even though 
it is comprised of finite terms. If To exists, we identify 
it as the critical temperature for the fluid. It is de­
sirable to try to achieve a rigorous basis for the analy­
sis of (94) using (98) so that these conjectures may be 
tested. 

CONCLUDING REMARKS 

The theory of multiplicative stochastic processes has 
provided a method for nonperturbative approximate 
solution of complicated dynamical equations. It has been 
shown how to interpret an exact dynamical quantity as 
a stochastic quantity. By such an interpretation an 
averaged equation is written which serves as a non­
perturbative approximation for the original dynamics. In 
this manner we have derived the Fokker-Planck equa­
tion for Brownian motion, starting from the exact 
dynamics for a heavy particle moving in a molecular 
fluid. 

The discovery of "intrinsic diffusion" has permitted 
an analysis of the ergodicity of the force autocorrela­
tion function which was derived. Because Brownian 
motion leads to ordinary diffusion, "intrinsic diffusion" 
and ordinary diffusion are connected by our analysis. 
"Intrinsic diffusion" will also arise in other contexts. 33 
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The analysis of Brownian motion in this paper leads 
to a calculation of A, the dissipative constant, in terms 
of the interparticle potentials. The calculation involves 
the time integral of a force autocorrelation function 
which connects A with the dynamics of the system. A 
conjectured relationship between A and critical phenom­
ena is presented, which if eventually justified rigorous­
ly, would provide a dynamical basis for the understand­
ing of some aspects of critical behavior. 

In our other work on the quantum mechanical density 
matrix, :J. 5 the problem of calculating the matrices, 
Q"'B/LII' which are the analogs of A, has been raised. We 
shall pursue this problem in another paper. 
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APPENDIX: DERIVATION OF (50) FROM (48) 
AND (49). 

The correlation formula in (48) follows directly from 
the solution to Eqs. (1) and (2). In addition, the Gauss­
ian property of F(t) in (1) is inherited by PIt) in (48).11 
This implies 

and 

= (MKBT)'" ~ n 
2"'m! "Es2", i=1 

x exp [- ~ 1 tp (2Jl - t (2J-1> IJ 

form=1,2,'" 

The formal solution to (49) is 

fIx, t) = exp (-10 t Pt) ds :Jf(X, 0), 

(AI) 

(A2) 

(A3) 

as is verified by substitution and differentiation. Ex­
panding the exponential and averaging gives 

«f(X,t»)=[(to (- ~r~!(J:tp(S)dSro~~}(X'O). (A4) 

Using (AI) and (A2) in (A4) gives 

02
'" 

X ox2'" f(x, 0) 

'" (K T) 2", 1 ([ t [t [a ] ) '" 
""~ tt 2"'ml)0)0 exp -m Is-s'ldsdsJ 

( 0
2 

)'" X ox2 f(x, 0) 
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00 1 1 ([ t [' )'" 
= ~ 2"'ml M2'" Jo Jo «P(S)P(S'») ds ds' 

( 0
2 

)'" X ox2 f(x, 0). (A5) 

Therefore, 

o it 1 - - 0
2 

ot «f(x, t») = M2 (p(t)P(s») ds~ (f(xt») 
o x 

(A6) 

which is (50), and which follows from (A5) by differen­
tiatiori, followed by rearrangement of terms. 

Equation (A6) can be integrated to give (51) of the 
text. The solution to (51) is given by 

{ 
K T [ M M I a ~J -1I2} 

(f(xt»)= 47T--;- r- ~ +~ exp \- M'l 

(
a (x-xo)2 ) 

xexp - 4KBT {t- (M/a) + (M/a) exp[- (a/M)t]} 

(A7) 

if (f(x, 0») = o(x - xo). This expression can be checked 
by substitution. It leads to the Orstein-Fiirth formula35 

Note also that for the short times, t < M/ a, that (A 7) 
reduces to 

(A8) 

(A9) 

which is the Green's function for intrinsic diffusion in 
the text. However, for long time, t> M/ a, (A 7) be­
comes the one-dimensional analog of (109) in the text 
which is valid for ordinary diffusion. The intrinsic dif­
fusion Green's function has the form (A9) for all times! 
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Weyl tensor decomposition in stationary vacuum space~times 
E. N. Glass' 

Joseph Henry Laboratories, Prince.ton University, Priru;eton, New Jersey 08540 
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The .electric and magnetic parts of the Weyl tensor are represented as symmetrized derivatives of 
gradient vector fieldS in stationary vacuum space-times. It is shown that a necessary and sufficient 
condition for a stationary vacuum space-time to be static is that the Weyl tensor be electric type. It 
is further shown that the only stationary vacuum spa~time with vanishing electric type Weyl tensor 
is flat space. 

In a recent work, 1 Hallidy proved the asymptotic 
result that a necessary condition for asymptotically 
flat, stationary, vacuum space-times to be static is 
that the Weyl tensor be electric type to order r-7, 

where r is an affine parameter along null geodesics. 
This result is a special case of a theorem which we 
present in this note. 

Theorem: A necessary and sufficient2 condition for a 
stationary vacuum space-time to be static is that the 
Weyl tensor be electric type. 

Proof: ConSider a vacuum space-time with time­
like Killing vector It". The unit vector field along It" is 
defined by 

u'" :=ep-11t", 

where ep2: = ~"'~. Stationary space-times are distin­
guished from static ones by the twist of the timelike 
Killing vector3: 

OIL : = ~rt'~pa ~~~p;a, 

where rfl23 = - (- g)_l/2. OIL is curl free and can be ex­
pressed locally as a gradient field 

°IL=VILO. 

The twist bivector is given by 

and it will be useful to define a vector proportional to 
the acceleration of the Killing field 

AIL :=- Vu.ep=ep-l~"'V"'~IL' 

The Killing vector ana Weyl tensor are related by 

~IL;pa=C"'aPIL~"" (1) 

which follows from Killing's equation, the Ricci identity, 
and the equality of the Riemann and Weyl tensors in 
vacuum. Electric and magnetic parts of the Weyl tensor 
are defined by' 

where 

Both electric and magnetic tensors are symmetric, 
trace-free, and orthogonal to u"'. 

(2) 

The Weyl tensor decomposition follows directly from 
Eq. (1) and its dual: 
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ep2Eu.~ = ep 1 A(IL ;~) + ep-2 0IL"'O~ "', 

ep2BIL~ = 1 O(IL ;,,) + ep-lYIL~O'" A"" 
(3) 

where 1 symbolizes the projection operator 'YIL ~: = gIL" 
- u"u." and projects all free indices. The "necessary" 
part of the theorem follows when the twist of ~'" is set 
equal to zero in Eq. (3). 

Note that the trace-free property of E,.~ and B,.~ pro­
vides the relationships between the twist potential 0 
and the Killing vector norm ep: 

D20= 3ep-l(D"'0)(D",ep), 

VZep = - 2ep-3(D"'0)(D",0), 

where DOl : = 'Y",BVS' and D2: = y"'SD",Ds' 

To prove sufficiency, examine the divergence of 
Eq. (2): 

V" E"p = _ ep_l E~p AI' + 3ep-z B~pOv, 

V,. B,.p = _ ep_l Bvp AI' _ 3ep-2 EvpOv, 

(4) 

(5) 

where the divergence free property of the Weyl tensor 
in vacuum and 

ep~,.;,,= 2A["~"J+ 0,." 

have been used. When the magnetic part of the Weyl 
tensor is equated to zero in Eq. (5) the resulting 
condition 

E"pO"=O 

implies f1J' = 0 when det(Evp) '" 0, which is the case for 
Petrov types I, II, and D. 6 If asymptotic flatness is im­
posed as a boundary condition,7 then stationary vacuum 
solutions can only be type I or D. 

Lemma: Any stationary vacuum space-time2 with 
vanishing electric type Weyl tensor must be flat. 

Proof: Setting E"p equal to zero in Eq. (5) results in 
B~pO~ = O. It follows that det(Bvp) = 0 (if it were unequal 
to zero then the solution 01' = 0 would yield a contradic­
tion by the theorem proved above). For the space­
times under consideration det(Bvp ) == 0 iffBvp = O. 

We thank B. Mashhoon and R. Geroch for valuable 
comments. 
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2Sufiicient for Petrov type I, II, and D spaces withOut bound­
ary conditions. Sufficient for all asymptotically flat, station­
ary, vacuum space-times. 

3Covariant derivatives are denoted by semicolons and V
Il 

•. 

Parentheses around indices denote symmetrization, brackets 
around indices denote antisymmetrization, and the convention 
for the Riemann tensor is fixed by RIl~paAIl =A~;"" -A~;ap. 

"The definitions of the electric and magnetic parts of the Weyl 
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1931 

tensor in Ref. 1 and in this work agree for stationary spaee­
times. See E. T. Newman and R. Penrose, Proc. Roy. Soc. 
AS05, 175 (1968). 

5Equation (4) agrees with R. Geroch, J. Math. Phys. 12, 918 
(1971), Eq. (A18), where his (A,w)=' (rp2, 20) here. 

SA. Z. Petrov, Einstein Spaces (Pergamon, Oxford, 1969), 
p. 110. 

1R. W. Lind, "Shear-free, Twisting Einstein-Maxwell 
Metrics in the Newman-Penrose Formalism" (preprint). 



                                                                                                                                    

The maximal solvable subgroups of SO(p,q) groups 
J. Patera*, P. Winternitz*, and H. Zassenhaust 

·Centre de Recherches Mathematiques. Universite de Montreal. Montreal. P. Q.. Canada 

t Department of Mathematics. Ohio State University. Columbus. Ohio 
(Received 16 May 1974) 

A recursive procedure is developed that makes it possible to determine all conjugacy classes under 
both SO(p.q) and O(p.q) of the maximal solvable subalgebras of the Lie algebras LO(p.q) [and the 
continuous maximal solvable subgroups of SO(p.q)]. The cases of greatest physical interest with 
p ?:. q ?:. 0 and p + q :-:; 6 are considered in detail (they include the Lorentz group, de Sitter groups. 
and the conformal group of space-time). Formulas (in terms of Fibonacci numbers) are given for the 
number of O(p.q) [and SO(p.q)] equivalence classes of maximal solvable subalgebras of LO(p.q). 

I. INTRODUCTION 

The classification of all subgroups of a given group, 
in particular all Lie subgroups of a given Lie group, is 
of considerable physical interest for many reasons. 
Thus, a classification of subgroups of an invariance 
group of a physical system leads to a classification of 
possible interactions, breaking the original symmetry, 
but still preserving some remnants of it. Further, 
each nonequivalent chain of subgroups of a given group 
G can be used to provide a different basis for the rep­
resentation theory of the group G and hence leads, 
e. g., to different explicit formulas for harmonic anal­
ysis on the group. Since one of the important applica­
tions of group theory in physiCS is to provide expansion 
formulas for physical quantities (scattering amplitudes, 
form-factors, etc.), it is clearly important to consider 
different possible bases and thus different expansions 
systematically. 

In a previous article1 we have presented a general 
method for finding all conjugacy classes of maximal 
solvable subgroups of arbitrary semisimple Lie groups 
and have applied this method to the pseudounitary 
groups SU(p, q). All semisimple subgroups of complex 
semisimple Lie groups have been found by Dynkin. 2 

More recently the same problem was solved for the real 
semisimple Lie groups by Cornwell. 3 Since the Levi 
theorem4 can be used to decompose an arbitrary Lie 
algebra into the direct sum of a semisimple algebra 
and a maximal solvable ideal, it is clear that a classi­
fication of all solvable subalgebras of a given algebra 
represents a crucial step towards classifying all sub­
algebras. The classification of maximal solvable sub­
algebras is a necessary and decisive step towards this 
goal. All these questions were discussed in somewhat 
greater detail in our previous article. 1 

Finally, let us mention that some of the O(p, q) groups 
are of great interest in physics. The obvious examples 
are the 0(2, 1) group, figuring in Hegge pole theory5 

and many other applications, the Lorentz group 0(3, 1), 
which is of obvious crucial importance in relativistic 
physics, the de Sitter groups 0(3,2) and 0(4, 1), playing 
an important role in relativistic cosmology and else­
where, 6,7 and finally the conformal group 0(4, 2), play­
ing an ever increasing role in particle physiCS, espec­
ially at very high energies. 7,8 

Let us note that while all subgroups of 0(2, 1) and 
0(3,1) are known, " the same cannot be said of any of the 
other O(p, q) groups. Physical applications of all classes 
of subgroups of the homogeneous Lorentz group 0(3, 1) 
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and also the homogeneous Galilei group are discussed, 
e. g., in a review10 and lectures. 11 

In Sec. n of this article we present a recursive meth­
od, by means of which it is possible to obtain all con­
jugacy classes of maximal solvable subgroups of a gen­
eral SO(p, q) group, and to determine their number, 
their dimension, the dimension of their maximal com­
pact subgroup, etc. The cases of p:;. q:;. 0, p + q ~ 6 
are considered in detail in Sec. nI, together with some 
general results for q ~ 3, q ~ P < 00. Some conclusions 
and the future outlook are presented in Sec. IV. 

II. RECURSIVE PRESCRIPTION FOR MAXIMAL 
SOLVABLE SUBGROUPS OF SO (p,q) 

Any solvable subgroup of a linear group G can be em­
bedded into a maximal solvable subgroup12 of G, which 
emphasizes the importance of finding all maximal sol­
vable subgroups of G. 

We want to classify the possible structures of the 
maximal solvable subalgebras S of the Lie algebras 

LO(p, q) = {X I X E R nXn and )(1' (Ip '31- Iq) +(Ip ffi - I,,)X = O} 

(1) 

associated with the real forms O(p, q) of the orthogonal 
group O(p+q, C): 

O(p, q) ={ul UE R nxn and uT(IptB -Iq)U= Ipffi -Iq}, (2) 

where p and q are two integers satisfying 

p? q? 0, n=p +q, (3) 

and the superscript T indicates a transposed matrix. 
We shall consider equivalence classes of such sub­
groups S with respect to conjugacy under O(p, q) and 
also under SO(p, q) [transformations U satisfying det U 
= 1, in addition to (2)]. 

We shall proceed recursively, i. e., represent the 
maximal solvable subgroups of O(p, q) in terms of those 
of O(p - 1, q - 1) or O(p - 2, q - 2) . 

We state our main result in the form of a theorem, 
which we then prove. 

Theorem 1: Nonconjugate maximal solvable subalge­
bras of LO(p, q) can be obtained in three different ways: 

(i) If P and q are not both odd then LO(p, q) has a Car­
tan subalgebra (which is Abelian and hence solvable) 
consisting only of elements that generate O(p, q) trans­
formations, contained in the maximal compact sub­
groop O(P) x O(q). They form a maximal solvable subal-

Copyright © 1974 American Institute of PhysiCS 1932 
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gebra of dimension [P/2] + [q/2] ([x] denotes the entire 
part of x). A general element of this Cartan algebra can 
be written as 

U> /2] 

S= .)"; X 1(E21 _1,21 - E2I ,21_1) 
1:1 

c. /2] 

+ ~ Yi Ep+2J_1,P+2J - Ep+2J ,p+2J_1) , 
J-l 

(4) 

where XI and Y J are real numbers, Elk are nXn matrices 
with all elements equal to zero, except for an entry 1 on 
the intersection of the ith row and kth column. 

(ii) One (for q = 1) or two (for q > 1) further types of 
. maximal solvable subalgebras of LO(p, q) are obtained 
as follows. We perform a Similarity transformation 
Z-1LO(p, q)Z to a new realization of LO(p, q), where Z 
is a nonsingular matrix, satisfying 

Z-~.ffi -I.~~~:._.m:-Ir. :) 
(5) 

with 

Dl=1, D2 { ~). (6) 

The maximal solvable subalgebras can be represented 
as 

(7) 

where 

(S"VD;. + D;.sa =0, 

so that we have 

(8) 

(a) 0!=1: Xu=a, X12=(bu ••• ,bp+.-2)' X13 =0, 

(a, bu' •• , bp+.c2 are arbitrary real numbers). 

X23=-(lP_lffi-Iq_l)Xt;, X 33 =-a, (9) 

and X22 is a representation of a maximal sol­

vable subalgebra of L O(p - 1, q - 1) such that 

Xf2(l1l-1 ffi -I._I) + (/11 _1 ffi - /._1) X 22 = O. 

(a, b, Cu ... ,Cp+.-4' dlJ"" dp+q-4 are arbitrary 

real numbers), and X 22 is a representation of 

a maximal solvable subalgebra of L O(p - 2, q 

- 2) such that 

Xf2(I1I_2 ffi -1._2) +(l1l_2 ffi - I ._2)X22 =O. 

All maximal solvable subalgebras Sp. are thus expressed 
in terms of Sp-l,.-1 and Sp-2,.-2 or are given by (4). Each 
algebra obtained in this manner determines an entire 
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conjugacy class under O(p, q) and none of the algebras, 
given by expressions (4)-(10) are conjugate to each 
other. This also gives a list of all conjugacy classes 
under SO(p, q) with the sole exception when p = q = even. 
In this case the one class under O(p, q) obtained by taking 
O! = 2 at each step, splits into two nonequivalent classes 
under SO(p, q). A representation Sp. of one of these two 
classes is obtained from (b). It is transformed into a 
representative Silo of the second conjugacy class by 

'" -!-Sp.= U Sp.U, 

where 

1 
1 0 

o 1 

Proof: Let us make the follOwing observations!: 

1. If n":; 2 then L itself is solvable so that S = L. 

2. If the restriction of the action of L on the natural 
representation space R"X1 of L over the real field R to S 
is irreducible, then by Lie's theorem we have n":; 2 so 
that according to observation 1 we find that S = L. 

3. As a consequence of Engel's theorem the nilpotent 
matrices of S form an ideal N(S,L) in S. 

4. If there is a decomposition 

(11) 

of R"XI into the direct sum of real irreducible with re­
spect to S linear subspaces R" (R-S-subspaces) that 
are orthogonal to each other with respect to the nonde­
generate symmetric matrix 

Dp ,.= I/fl-I. 

such that xTDy=O if xER"" y ERa, 1..:; O! < fJ":;r, then 
we have N(S, L) = 0 so that S is Abelian and S is con­
tained in a Cartan subalgebra of L. Because of the maxi­
mal property of S we know that S itself must be a Cartan 
subalgebra. In other words, S is a compact Cartan sub­
algebra of L. All compact Cartan subalgebras of the Lie 
algebra LO(p,q) are conjugate under the group SO(p,q). 
They exist precisely if p and q are not both odd numbers. 

Conversely, every compact Cartan subalgebra of L 
is a maximal solvable subalgebra; and up to conjugacy 
under SO(p,q) we find that S is given by (4). 

5. If no orthogonal decomposition of Rnx! of the form 
(11) is possible, then there is an irreducible linear 
R -S -subspace m which is D-isotropic: xT Dx = 0 for all 
x of m. Hence the D-perpendicular subspace m" 
= {y Iy E R"XI and xT Dy = O} is R-S-invariant and it con­
tains m so that Rnxl~ m"2 m ~ 0; the R-S-irreducibility 
of m implies by Lie's theorem that the dimenSion O! of 
mover R is either 1 or 2. 
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There exists a nonsingular matrix Z", of degree n 
over R with row vector u j (i = 1,2, ... ,n) such that 

m=tajuj ; mJ.=.~ bju j ; a=lor2;ap b j ER, 
i=1 s=B+l 

satisfying (5) and transforming a maximal solvable 
subalgebra S into the form 

( 

~1 (X) X12 X13) 
Z-".IXZ", = 0 ~2(X) X 23 ,XES, 

o 0 ~3(X) 

with representations ~i (x) of S over R of degrees QI, 

(12) 

(13) 

n - QI, and QI, respectively for i = 1,2, and 3, such that 
~2(x) belongs to LO(P - a, q - a). 

The solvability of S implies that the Lie algebras 
~1 (S) are solvable. The maximal property of S implies 
that ~l (S) and ~3(S) are maximal solvable subalgebras of 
R"'x", and that ~2(S) is a maximal solvable subalgebra of 
LO(p-a,q-a). 

The irreducibility of ~1 implies that ~1 =R '" SI (i. e. , 
a real number) if a = 1, and that for a = 2 after suitable 
transformation by a nonsingular matrix we have 

~l(S)=R(~ n+Rc~ ~)"'S2. 
Further, the matrix (13), in order to belong to Z~/ 

LO(p,q)Z", must satisfy (8) which leads us to the condi­
tions (9) and (10). Conversely, if a = 1 or 2 and if QI"; q 
and if 5p.", , •• '" is a maximal solvable subalgebra of 
LO(p - QI, q - a), then the matrices (7) with X'tl of S"" 

X~20f Sp_"" •• "" ~3=- (X'tJ T and Xf2' Xf3 and ~3as in (9) 
or (10) form a maximal solvable subalgebra of the Lie 
algebra Z';}LO(p, q)Z", , where 

0 
0 

0 1 

('0') 1 1 0 

ZI= 0 1",,2 0 and Z2 0 In-4. 0 (14) 

-1 0 1 1 0 

0 
0 

0 1 

In order to verify the maximality of S it is sufficient 
to refer to the general criterion given in the Theorem 
of our previous paper. 1 

Finally, let us show that all the different subalgebras 
constructed according to the Theorem 1 are inequiva­
lent, i. e., that each different sequence of numbers 
a l , ... ,(lr leads to a different class of subalgebras. To 
do this it is sufficient to show that an R-S-invariant 
subspace m cannot be transformed by an O(p, q) trans­
formation into any different R-S-invariant subspace 
m'*m. 

If m is a minimal nonzero R-S-invariant linear sub­
space of the representation space RnXI of S over R, then, 
of course, it is invariant under the nilpotent subalgebra 
50 formed by all matrices 

(15) 
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with Xl2 E R"'x (n-2",) and X12 = - 11>_""._",~D II' Because 
of the irreducibility property of m as a representation 
space of the solvable Lie algebra S over R, it follows 
from Lie's theorem that the nilpotent subalgebra So 
annihilates m. But the only n-columns annihilated by 
So are the linear combinations of the first a unit n­
columns over R. Hence m is uniquely determined. 

These remarks lead to an inductive construction of all 
maximal solvable subalgebras of LO(p,q) up to conju­
gacy under O(p, q). There are as many classes of con­
jugacy under O(p, q) as there are finite sequences 
Ql u ... ,Ql r of nonnegative integers a i for which 

(1) QI i = 1 or 2, 0 .,; i .,; r; 

(3) (n + 1)(p + ~ a i) is even. 

Conjugacy under the subgroup SO(p, q) of index 2 in 
O(p, q) will be tantamount to conjugacy under O(p, q) if 
a matrix of determiant -1 can be found in O(p, q) which 
transforms S into itself ("normalizes" S). This is be­
cause that matrix can be multiplied into any other 
transforming matix if necessary to produce a trans­
forming matrix of determinant 1. However, if all 
matrices of O(p, q) normalizing S are of determinant 1, 
then the conjugacy class under O(p, q) splits into two 
conjugacy classes under SO(p,q). This will happen pre­
cisely if p = q is even and if we deal with the case in 
whichr=p/2, Qll=a 2 = ... =a r =2. 

III. PROPERTIES OF THE MAXIMAL SOLVABLE 
SUBALGEBRAS AND EXAMPLES 
A. Number of maximal solvable subalgebras and their 
dimensions 

The recursive procedure for constructing maximal 
solvable subalgebras of LO(P,q) immediately provides 
us with recursion relations for the number of noncon­
jugate solvable subalgebras Npa , their dimensions d:. 
and the dimensions c:. of their maximal compact sub­
algebras. These recursion relations can actually be 
solved, but we do this only for the number of algebras 
NI>.' since the expressions for d:. and c:. are not very 
illuminating. 

Theorem 2: The number Np• of maximal solvable sub­
algebras of LO(P,q) that are not conjugate under O(p,q) 
is equal to 

Np.=-1+3F.+2F._l forn=p+qodd (16a) 

=![(-1)·-1]+2F.+F._1 forn=p+qeven, (16b) 

where 

(17) 

are the Fibonacci numbers .13 (Notice that aside from the 
even or odd condition on p + q, Np• depends on q only). 

The same formulas hold when equivalence under 
SO(p,q) is considered, with the exception of LO(P,p); 
p= even, when 

- 1[ Npp ="2 (-1)1> + 1] + 2Fp + Fp_l . (18) 
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Proof: It follows directly from Theorem 1, i. e. , 
formulas (9) and (10), that N,. satisfies the recursion 
relation 

Np• = Np_1,._1 + Np_a,._2 + 1 for n = p + q odd (19a) 

= N p- 1,o-1 + N p_a,._ + E. for n = p + q even, (19b) 

where 
€ _{O for q odd 
• - 1 for q even. 

Let us first consider n odd. Putting M. = N pq + 1, we 
find 

Mq=M._1 + Mq_a (20) 

which is the recursion relation for the Fibonacci num­
bers.13 Hence we can write the solution of (19a) as 

(21) 

To find A1 and Xa we must calculate Npq for two values 
of q independently. For q = 0 (the compact case) we ob­
viously have Npo = 1, for q = 1 and p even, e. g. , 
LO(2,1), we have Np1 ==2. Since F_1=F1=F2=1 and 
Fo == 0, we find A1 = 3 and A2 = 2, thus proving formula 
(16a) . 

For n even we apply (19b) twice to obtain 

Putting Mq=Npq +t, we find 

M. = 2Mq_2 + M._ 3 

We search for basic solutions of (23) in the form 

(23) 

(24) 

Substituting (24) into (23) we find three solutions for a: 

a 1 =-1, a 2,3=(1±V5)/2. 

The general solution of (22) can hence be written as 

To find Au Xa, and A3 we need three values of Npq • For 
q=O, p even, we again have Npo=:::1; for q=l, p=odd 
[e.g., LO(1,1) or LO(3,1»), we have Np1=1; and for 
q=2, p even (e.g., LO(2,2)J, we have Np2 =3. Putting 
successively q=O,l, and 2 in (25), we obtain three 
equations for AI' giving A1 = t, Xa = 2, and A3 =::: 1, thus 
proving (16b). 

It was shown in our last comments of the previous 
section that if p = q = even, then one of the 0 (p, q) 
classes of maximal solvable subalgebras splits into 
two SO(p,q) classes. This gives formula (18) and 
completes our proof of Theorem 2. 

Let us just give the recursion relations for the di­
mension d%q of Spq and the number of compact elements c:., which follow directly from (9) and (10). 

Indeed, if a = 1, i. e., S pq is obtained from S 1>-1,.-1 

as indicated by Eq. (9), then we have 

d!. = dp_1,._1 + P + q -1, 

c!. = cp_1,._1 • (26) 

If a = 2, i. e., S pq is obtained from S P-2,.-2 as indicated 
by Eq. (10), we have 

a:,.= dp_2 ,._2 + 2(P + q) - 5, 

c!. = cp _2 ,._2 + 1. (27) 

For the compact case (4) we have 

~.=~. =[P; q], p. q=even. (28) 

The relations (26) and (27) can obviously be solved 
but the solutions depend on the number of steps of type 
a =1 and a =2 andwe shall not go into this here. In­
stead, let us give some examples of physical interest. 

B. Examples 

Npq= -t + A1 (-1)· + XaF. + AaF._1 • (25) 

As mentioned in the Introduction, the O(p, q) groups 
of greatest physical interest are those with p + q ~ 6, 
P'" q '" O. Some properties of the corresponding maxi-

TABLE 1. Some properties of the maximal solvable subajgebras Sp. of LO(p ,q) for p?! q?! 1, 2 sp+q S 6. 

Algebra Number Npq of conjugacy clases Dimension Number cpq of compact 
of subalgebras Spq under O(p,q) dpq of Spq elements of Spq 

LO(l,l) 1 1 0 
LO(2,1) 2 1 1 

2 0 
LO(3,1) 4 1 
LO(2,2) 3 2 2 

3 1 
4 0 

LO(3,2) 4 2 2 
5 1 
5 1 
6 0 

LO(4.1) 2 2 2 
5 1 

LO(4,2) 3 3 3 
8 2 
9 1 

LO(3,3) 4 7 2 
8 1 
8 1 
9 0 

LO(5,1) 1 7 2 
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TABLE 11 Some properties of the maximal solvable subalgebras SfIq ofLO(p q) for l:Sq:S3 q:Sp< 00. , , 

Algebra Number NfIq of conjugacy classes Dimension Number eflq of compact 
of subalgebras SfIq under O(p,q) dflq of SfIq elements of SfIq 

LO(p 1) P odd 1 (3p -1)/2 (p -1)/2 
, P even 2 p/2 p/2 

(3p -2)/2 (p-2)/2 
P odd 4 (P+l)/2 (p + 1)/2 

(3p+l)/2 (p -1)/2 
LO(p,2) (5p - 5)/2 (p -1)/2 

(5p - 3)/2 (p-3)/2 
p even 3 (p+2)/2 (p+2J72 

(5p - 4)/2 p/2 
(5/> - 2)/2 (p-2)/2 

P odd 4 (3P+5)/2 (p+1172 
(7p - 5)/2 (p -1)/2 

LO(p,3) (7p - 5)/2 (p -1)/2 
(7/> - 3)/2 (p-3)/2 

P even 7 (p + 2)/2 (p+2)(2 
(3p+4)/2 p/2 
5p/2 p/2 
(5p - 6)/2 (p-2)/2 
(5p+2)/2 (p-2)/2 
(7p - 6)/2 (p-2)/2 
(7p-4)/2 (p-4)/2 

mal solvable subalgebras Spq are summarized in Table 
I. The same properties of O(p, q) groups for 1., q" 3, 
q" P < 00 are given in Table II. In Table ill we list the 
number Npq of equivalence classes under O(p, q) of maxi­
mal solvable subalgebras of LO(P, q) as a function of q. 
Naturally, there is some overlap between the three 
tables. The numbers N pq can be checked using formulas 
(16) and (17). 

shall give the (p + q) - dimensional matrix representa­
tions of some of the algebras Spq and also the matrix 
Dpq ' so as to show which form of LO(P,q) we find con­
venient to use. Remember that the LO(p, q) matrices 
satisfy 

It is of interest to note that the complex extension of 
the LO(P,q) algebras, namely LO{n,C) with n=p+q 
has only one maximal solvable subalgebra up to con­
jugacy under O{n, C), namely the Borel subalgebra. 14 

This can be written in the form 

('t 12' a 13,··· ,a1n_2 , a 1n-1' 0 

a 22 , a 23 ,··· ,a2n_2 , 0 

0, 0, 0!33' ••• ,0 -0'2"..2' 

B(n,C)- ••••••••••••••••••••••••••••• 

o 0, 

0, 0, 
(29) 

where a ik are arbitrary complex numbers. The complex 
dimension of B{n, C) is obviously 

. ) {n2/4 for n even 
dlmB{n,C = (n2-1)/4 fornodd. (30) 

For LO(P,p), LO(P,p-1), and LO(P,p-2) [and for no 
other LO(p,q) algebras] the largest of the maximal sol­
vable subalgebras have the real dimension given by (30) 
and their complex extensions are conjugate to the Borel 
subalgebra (29). 

For practical applications it may be of use to have the 
maximal solvable subalgebras of LO(p, q) explicitly in 
matrix form. The results can be obtained directly using 
the recursive procedure of Theorem 1. Let us, however, 
spell out a few cases of special interest explicitly. We 
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)(1'D+DX=O (31) 

and that a nonsingular matrix Z can always be found, 
transforming one realization of LO(p, q) into another, 
so that 

Z-l XZ=X. (32) 

The symbol 50 denotes a compact (and hence Abelian) 
subalgebra. Consider individual algebras: 

0{1 ,1): One-dimensional Lorentz transformations. 

1 (a 0)_ (0 1) S11= 0 -a =LO{1,O, D= 1 0 . 

0{2,1). The Lorentz group in two spacelike and one 
timelike dimensions. 

TABLE ID. Number NfIq of conjugacy classes under O(p,q) of' 
maximal solvable subalgebras of LO(p,q). 

q 0 1 2 3 4 5 6 7 8 9 10 

Npq , P odd 1 1 4 4 12 12 33 33 88 88 232 
Npq , P even 1 2 3 7 8 20 21 54 55 143 144 
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0(3,1). The homogeneous Lorentz group. 

b c 

o d 

-d 0 

o 0 

,v 

o 0 

1 0 

o 1 

o 0 

This is the four-dimensional solvable algebra found 
previously (e.g., in Ref. 9). The element d generates 
a compact subgroup, the other elements noncompact 
ones. Denoting generators of space rotations about the 
ith axis L f and Lorentz "boosts" along the ith axis K j 

we can identify the generators as follows: 

d-L u a-K1 , b-Ls -K2 , c-L2 +Ks· 

0(2,2) - 0(2, l)x 0(2, 1): 

o d 

d 0 

o 0 -

(S~2 has no compact elements) 

o 0 

1 0 

o -1 

o 

o 
o 

-1 

o 

o 0 

o 1 

1 0 

00 

(b corresponds to a compact subgroup). 

Since 0(2,2) satisfies the criterionp=q=even the 
0(2,2) class of subalgebras, represented by S2 splits 
into two S 0(2,2) classes. Indeed, the 0(2,2) matrix 
o with det 0 = - 1 

o 

o 0 

1 0 

o 1 

o 0 

takes S2 into 

o b 

o 
o -a 

o b e 

which cannot be transformed back into S2by an SO(2, 2) 
transformation. 

Note also that 0(2,2) is locally isomorphic to 0(2,1) 
XO(2,1) and that the 0(2,2) and 0(2,1) maximal solvable 
subalgebras satisfy 
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~2 -~l ffi Sin S~2 - S~l EI1 S~l' 

S~2 -S~l$S~l> S~2 -~l$S~l· 

0(4,1): One of the de Sitter groups. 

o a 0 0 

o 0 0 

S~l = 0 0 0 b 

o 0 -b 0 

o 0 0 0 

bed 

o 0 e 

000 

-e 0 0 

000 

100 0 o 
o 1 0 0 0 

o 0 1 0 0 

o 0 0 1 0 

o 0 0 0 -1 

000 

100 

010 

001 

100 0 

(The element e generates a compact subgroup.) 

0(3,2): The other de Sitter group. 

5;2= 

o a 0 0 

o 0 0 

o 0 0 0 

o 0 0 0 

o 0 0 -b 

bed 

o e 0 

-e 0 0 

000 

o 0 0 -

1 0 0 0 0 

o 1 0 0 0 

o 0 1 0 0 

o 0 0 -1 0 

o 0 0 0-1 

o 0 0 

1 0 0 

o 1 0 

o 0 -1 

o 0 0 

(The element e generates a compact subgroup.) 

d 

e / 

o 0 -/ 

o 0 -e 

o 0 0 

(No compact subgroups.) 

abc e 0 

adO -e 

o 0 0 -d -c 

o 0 0 -a -b 

o 0 0 b-a 

000 

001 

010 

100 

000 

(Here b corresponds to a compact subgroup.) 

1937 



                                                                                                                                    

1938 Patera, Winternitz, and Zassenhaus: Maximal solvable subgroups 1938 

0{4,2). The conformal group of space-time. 

o a 0 0 0 

0 0 0 0 

sc -42- 0 0 0 b 0 

0 0 -b 0 0 

0 0 0 0 

0 0 0 0 -c 

1 0 

-1 

o -1 

cd e 

1 gh 0 

Sl -42- o j -g 

0 -j 0 -h 

0 00 -I 
0 00 0 

0 o '0 0 

0 0 0 1 

D1= 0 1 0_ 0 

0 0 1 0 

1 0 0 0 

0 0 0, 0 

(No compact elements.) 

abc d g 

e 1 O-g 

o 0 0 h -e -c 

OO-hO-j'-d 

o 0 0 0 -a 

o 0 0 0 b 

(The element b corresponds to the compact subgroup.) 
The groups 0{3, 3), 0{5, 1), etc. can be considered 
quite analogously, but we shall stop here. 

IV. CONCLUSIONS 

In this article we have solved the problem of finding 
all maximal solvable subalgebras of LO(P, q) up to con­
jugacy under O(p, q) and SO(p, q). The result is summa­
rized in the recursive procedure of Theorem 1 in Sec. 
II. A surprisingly large number Npq of conjugate maxi­
mal solvable subalgebras exists for general LO(P, q)-
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algebras. Indeed, formulas (16) and (17)'show that N,., 
grows exponentially with q (for p~ q» 1). This is to be 
compared with the fact that the complex extension of 
LO(P,q), namely LO{n, C) with n=p + q has just one 
maximal solvable subalgebra [the Borel subalgebra 
(29)] . 

We see that the situation is much more complex than 
for the pseudounitary groups SU(p, q) (p ~ q ~ 0) where 
precisely q + 1 maximal solvable subalgebras exist. 
Thus, e.g., forq=10, p odd the algebra LO(P,q) has 
232 non conjugate maximal solvable subalgebras, where­
as LSU(P, q) has only 11. 

The methods of this article and the previous one1 can 
readily be applied to find the maximal solvable subalge­
bras of an arbitrary semisimple algebra (over an arbi­
trary field). We plan to return to other real forms of 
the Cartan semisimple algebras (the classical algebras 
and possibly also the exceptional ones) in a future 
publication. 

As mentioned in the Introduction, a classification of 
the maximal solvable subalgebras of a given Lie alge­
bra is a crucial step towards classifying all subalge­
bras. Work, making use of the results of this paper and 
the previous one, 1 on the classification of all continuous 
subgroups of the conformal group S U{2, 2) - 0{4, 2) is in 
progress. 
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Invariant imbedding and Fredholm integral equations with 
degenerate kernels 

S. Ueno 
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(Received 4 February 1974) 

In a manner similar to that given in preceding papers by Bellman and Veno, with the aid of the 
Bellman-Krein formula for the resolvent. we show how to solve Fredholm integral equations of the 
second kind with degenerate kernels. The standard procedure for solution is to convert it into an 
equivalent matrix equation. but in this paper it is transformed into a Cauchy problem which can be 
solved effectively by high speed digital computers. 

1. INTRODUCTION 

In mathematical physiCS, neutron transport, radiative 
transfer, rarefied gas dynamics, and biomathematics 
we deal frequently with Fredholm integral: equations of 
the second kind. There exists a class of Fredholm equa­
tions which are solved by rflducing to a system of alge­
braic equations. The kerne~ is called degenerate if it is 
a finite sum of terms, each\term being product of two 
factors, one of which depends on t, and the other only 
on y. The standard procedu~~ in solving Fredholm equa­
tions with degenerate kernels is to transform them into 
a system of linear algebraic equations, containing a 
number of integrals (cf. Courant and Hilbert1). 

In a series of preceding papers (cf. Bellman and 
Ueno,2-6 hereinafter referred to as Papers 1-V, re­
spectively) we showed how to solve Fredholm (or 
Volterra) equations with the aid of invariant imbedding. 
In those papers it is shown that the use of a Bellman­
Krein-like formula for the resolvent permits us to con­
vert the two-point boundary value problem into an initial 
value problem. In recent years several authors have ap­
plied invariant imbedding to the solution of Fredholm 
equations with degenerate kernels (cf. Kagiwada, Kalaba, 
Schumitzky, and Ueno?; Kagiwada, Kalaba, and Uen08

; 

Kalaba and Vereeke9
; Kagiwada and Kalaba10; Kalaba 

and Zagustinll
; Leong and Sen1Z; Bellman and Uen05). 

In this short paper, we present an alternative approach 
to the solution of Fredholm equations with degenerate 
kernels. Making use of the Bellman-Krein formula for 
the resolvent, we show how to convert the two-point 
boundary value problem. The Cauchy system obtained 
makes tractable the numerical computation by high­
speed digital computers. Another method for this prob­
lem is presented in a preceding paper (cf. Uen013). 

2. FREDHOLM INTEGRAL EQUATIONS WITH 
DEGENERATE KERNELS 

Consider the Fredholm integral equation 

u(t) = g(t) + Ir/ k(t, y) u( y) dy, (1) 

where 0,,; t ,,; x, g(t) is a given forcing function, and the 
kernel k(t, y) is a finite sum of continuous functions of 
the form 

N M 
k(t, y):::: ~ ~ r(n, m) a(n; t) b(m; y). 

na1 m.t 
(2) 

It is assumed that each of the sets of functions {a(n;t)}, 
{b(m;y)} are linearly independent square integrable 
functions in the basic interval (0, x). If N = M and 
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r(n, m) =d(n, m), (3) 

where d(n, m) is a Kronecker delta, equal to unity for 
n=m and zero otherwise, we have a Pincherle-Goursat 
kernel given by 

N 

k(t, y) = ~ a(n; t) b(n;y). 
.,1 

(4) 

Denote by u(t, x) the solution of the equation 

u(t, x) =g(t) + fo" k(t, y) u(y, x) dy, (5) 

in order to exhibit explicitly the dependence of u function 
on the integration interval x. Let K(t, y; x) be the resol­
vent kernel for Eq. (5). Thus, the K function is unique­
ly determined by the pair of equations 

K(t, y ;x) =k(t, y) + fo" K(t, z; x) k(z, y) dz (6) 

and 

K(t, y ;x) = k(t, y) + fo" k(t, z) K(z, y; x) dz, (7) 

where k(t, y) is given by Eq. (2). Then, the solution of 
Eq. (5) is provided by 

u(t, x) = g(t) + fo" K(t, y; x) g( y) dy. 

3. INVARIANT IMBED[)ING OF AUXILIARY 
EQUATIONS 

(8) 

In a manner similar to that given by several authors 
(cf. Kalaba and Vereeke9 ; Kagiwada and Kalaba1o

; 

Kalaba and Zagustinll ; Leong and Sen12; Bellman and 
Uen05; Uen013), we introduce an auxiliary equation 
given by 

J(n;t,x)=a(n;t) + fo"k(t,y)J(n;y,x)dy, (9) 

where n= 1,2,3, ... ,N, and 0,,; t,,; x. On recalling Eq. 
(7) for y = x, we get 

K(t, x; x) = k(t, x) + fo" k(t, z) K(z, x; x) dz 

N M 
= );.6 r(n, m) a(n; t) b(m; x) 

:z.1 m-l 

+ fo"k(t,z)K(z,x; x)dz. 

Superposition of Eqs. (9) and (10) results in 

K(t, x; x) = t t J(n; t, x) r(n, m) b(m; x). 
n-1 m~l 

Furthermore, Eq. (9) is expressed in terms of the 
resolvent 

(10) 

(11) 

J(n;t, x) =a(n;t) + fo" K(t, z;x) a(n;z) dz. (12) 
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On differentiating it with respect to x, we have 

J",(n;t, x)=K(t, xix) a(n;x) + Jo"K,,(t, z;x) a(n;z) dz, 

(13) 

where the subscript x denotes partial differentiation with 
respect to x. 

With the aid of the Bellman-Krein formula for the 
resolvent given by (cf. Paper IV) 

K,,(t, y; x) =K(t, xix) K(x, y;x), 

where O~t,y~x, Eq. (13) becomes 

(14) 

J,,(n; t, x) = K(t, x; x) a(n; x) + Jo" K(t, x; x) K(x, z; x) a(n; z) dz 

=K(t, x; x) J(n;x, x) 

N AI 

=J(n;x, x) ~~ J(i;t,x)r(i,j)b(j;x). (15) 
hl J-l 

On differentiating Eq. (5) with respect to x, we obtain 

u",(t, x) = k(t, x) u(x, x) + Jo" k(t, y) u,.( y, x) dy. (16) 

The superposition principle permits us to express 
u,.(t, x) as 

u,.(t, x) =K(t, x; x) u(x, x), (17) 

where K(t,x;x) is given by Eq. (11) and 

u(x, x) =g(x) + fo" k(x, y) u(y, x) dy 

N AI 

=g{x) + "~k r{n, m) a(n;x) fo" b(m;y) u(y, x)dy. 

Putting (18) 

c(m;x)= fo"b(m;y)u(y,x)dy, (19) 

u(x, x) is rewritten in the form 
N AI 

u(x, x) =g(x) + ~ ~ r{n, m) a(n; x) c{m; x). (20) 
n-1 mat 

Differentiation of Eq. (19) with respect to x provides 

c,,(m;x)=b(m;x)u(x, x) + Jo"b(m;y)u,.(y,x)dy (21) 

On recalling Eqs. (11), (17), and (20), we have 

c,,(m;x)=b(m;x)u(x, x) + fo" K(y, xix) u(x, x) b(m;y) dy 

= u(x, x) (b(m; x) + t t r{i,j) b{j; x) 
1-1 J-l 

X fo" J(i;y, x) b(m;y) dy) 

= (g(x) + t t r{i,j) a(i; x) c{j; x~ 
~ 1=1 J-l '} 

x (b(m; x) + t t r(i,j) b(j; x) 
1-1 Jal 

xfo" J(i;y,x)b(m;Y)dy). (22) 

Then, a Cauchy system for J(n; t, x) and c{m; x) is 
given by Eq. (15) and (22), together with the initial 
conditions 

J(n; t, t) = [J(n; x, x) ],,-t, (23) 

c(m; 0) = O. (24) 

In what follows, we show how to determine an auxili­
ary function J(n;x, x). Recalling Eqs. (2) (9), we have 
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N '" J(n; x, x) = a(n; x) + ~ ~ r{i,j) a(i;x) 
1-1 J-l 

x 1o"b(j;y)J(n;y,x)dy. (25) 

Putting 

R(j,n;x)= Jo"b{j;y)J(n;y,x)dy, (26) 

where j= 1,2,3, ... , M and n= 1, 2,3, '.' ,N, Eq. (25) 
becomes 

N • 
J(n;x, x) = a(n; x) + ~~ r(i,j) a(i;x) R{j,n;x). 

1-1 J-l 

On allowing for Eqs. (15) and (27), differentiation of 
Eq. (26) with respect to x results in 

R,.{j, n; x) = b(j;x)J(n;x, x) + 10" b{j;y) J,,(n; y, x) dy 

= (a(n;x) + t t r(u, v) a(u; x) R(v, n; x») 
~ .. -1 v-l 

x (b{j;X) + t t rep, q) b(q;x) R{j,P;X») 
11-1 .-1 

(27) 

(28) 

Equation (28) is the required initial value differential 
equation for R function with an initial condition 

R{j, n; 0) = o. (29) 

When once the R function has been determined by solv­
ing Eq. (28), J(n; x, x) is computed by Eq. (27). 

4. STATEMENT OF THE CAUCHY SYSTEM 

It has been shown that, provided that Xl is sufficient­
ly small and 0 ~ t ~ x < xl> the R(i, j; x)-function satis­
fies a Cauchy system 

R,,(i,j;x) = (a(j;x) + t t r{u, v) a(u, x) R(v,j;X)\ 
~ u-t 1'-1 ') 

x (b(i;X)+ttr{P,q)b(q;X)R(i,P;X») , (30) 
p-l qs! 

where i = 1, 2, 3, ... ,M, and j = 1, 2, 3, ... ,N, together 
with an initial condition 

R(i,j; 0) = o. (31) 

An initial value differential equation for the J function 
takes the form 

N AI 

J,,(n;t, x) =J(n;x, x) ~~J(i;t,x)r(i,j)b{j;x), (32) 
1-1 J-l 

together with an initial condition at t = x 

J(n;t,t)=[J(n;x,x)]".t, n=1,2,3, ... ,N. (33) 

Then, the J function at t = x can be expressed in terms 
of the R function 

N AI 

J(n;x, x) =a(n; x) + ~ ~ r{i,j) a(i;x) R{j, n;x). (34) 
fal Jal 

Once J and R functions have been determined by the 
above procedure, we can compute c(m; x) and u(t, x) by 
solving a set of differential equations. A Cauchy system 
for c and u functions takes the form 

c,,(m; x) = (g(x) + t t r{i,j) a(i;x) c{j;x~ 
~ lal J-l 'l 
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x (b(m; x) + t t rep, q) b(q; x) R(m, p; xr (35) 
/>-1 q-l 'J 

and 
N M 

u,,(t, x) = L; L; J(i; t, x) rei, j) b(j; x) 
t.l Jol 

X[g(x) + t t rep, q) a(p;x) c(q;x)], (36) 
/>-1 q-l 

together with initial conditions 

c(m; 0) = 0, (37) 
N II 

u(t, t) = g(t) + L; L; rei, j) a(i; t) c(j; t), (38) 
1-1 J-1 

where 0" t ., x, and m = 1, 2, 3, ... , M. 
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The high density properties of the velocity autocorrelation function and the diffusion coefficient are 
discussed in a one- and three-dimensional Lorentz gas on the basis of kinetic theory. 

In kinetic theory, the use of field theoretical methods 
in the discussion about the small density (Ref. 1) and 
the long time behavior (Ref. 2) of the velocity correla­
tion function in hard sphere fluids is well established. 

Most recently a detailed analysis of the use of field 
theory in kinetic theory for hard sphere fluids has been 
given for all times and densities in an effort to derive 
a generalized Boltzmann equation (Ref. 3). In the case 
of the Lorentz gas with point scatterers the application 
of field theory is nearly straightforward. The basis was 
given in Ref. 4 and worked out in more detail in Ref. 5. 

The interesting thing here is that explicit solutions 
can be given for rather complicated equations so that 
the model serves as an ideal testing ground. As a result 
of the diagram analysis the following Dyson equation 
was found: 

(1) 

Here G~,;; is the Laplace and Fourier transform of the 
one-particle propagator with respect to time and posi­
tion of the moving particle. The velocity of the moving 
particle is v, its radius a, while the density of scatter­
ers is n. M~,k (K) is the generalized collision operator, 
Fourier-transformed also to the position of the point 
scatterer (K). In the case of the Boltzmann equation, 
the collision operator is the binary collision operator 
T(O). In a one- and three-dimensional system the solu­
tion of the Boltzmann equation is simple. (The one­
dimensional case is more interesting than one may think 
at first glance, as will be explained later on). That is, 
for d = 1 and 3 (d = dimensionality) one finds (Ref. 5) 

G;~l) = (Zl- ik oii)-l{l_ (nv)2/[zl + (kV)2]}-1 

(2) 

G;~13) = (Z3 - ik ov)-l{l + 1Tnva2[1- 1Tna 2/k tan-1(kv/Z3)]-1 

XP3(Z3 - ik 0 Wi}, (3) 

where Zl = z + nv, Z3= Z + 1Tnva2
, and the projection 

operator P acts on v only. That is, P1ii = - ii, P3v 
= (41T)-1 f dOv v = O. More generally, Me ,k (i) satisfies 
an equation of the form 

Me,k(K) 

= T(Tc) + (21T)-d J di' T(K- K') G~,ii+.,M~,k(K'). (4) 

The Laplace transform of the velocity autocorrelation 
function, <P~, then follows from 

(5) 

while the diffusion coefficient is defined as D=v2/(dyo)' 
In the Boltzmann limit Ye is 2 nv, 8/3 nva, or 1Tnv a 2 

for d = 1, 2, or 3, respectively. 
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The question raised here is whether an equation like 
(4) is powerful enough to describe the velocity autocor­
relation function and the diffusion coefficient well enough 
for all times and densities. Especially the high density 
limit could be a weak point because, eauation (4) does not 
contain the typical correlations characteristic for a 
moving particle enclosed in a cage of surrounding scat­
terers (cage effect). As a consequence of this, the dif­
fusion coefficient should become zero if the density of 
scatterers is higher than a "critical" one. Following 
computer experiments (Ref. 6), this happens for a "re­
duced" density n* (n* =na d

) of about 0.4 if d= 2. For 
the velocity autocorrelation function this should have 
some consequences for the long time tail. 

The basis for solving (4) will be formed by the so­
called ring approximation (Ref. 7). Here one replaces 
Me,l(K') in (4) by T(iC') and uses the Boltzmann 
propagator. 

The results are 

y!Rl) = 2nv[1 + 2nv/(zl + v'ZZl)] (d= 1), (6) 

y!R3>=1Tnva 2_'h2n2va 2 10" ~dKf2(K) 
x {1- 1Tna 2/ K tan-1(Kv/ Z3)} _1 (d= 3), (7) 

where 

j(K) = iva 2 I; (- i) I (2l + 1)[r(2 -l/2) r(5/2) + l/2) ]_1 j; (Ka) 
1-0 

x tl dxP1(x) (Z3- ikvx)-l 

(8) 

Here j' (Ka) is the derivative of a spherical Bessel 
function and P 1(x) a Legendre polynomial of the first 
kind. The integral in (8) can easily be performed using 
the recursion relation for the Legendre polynomials. 
From this one finds that the velocity autocorrelation 
function becomes negative within a few mean free times 
and remains negative with a tail of the form: t -l!I /2+1> 

in accordance with the hydrodynamic approach given in 
Ref. 8). 

For d = 1, the diffusion coefficient drops down to half 
its Boltzmann value for all densities, whereas for d= 3 
it is at most two thirds of the corresponding Boltzmann 
value (infinite density, limit) 0 Compared to computer 
experiments (d = 3, Ref. 6) and the exact solution (d = 1) 
the approximation still contains too little memory 
effects. 

Here one may note that in spite of the fact that the 
one-dimensional Lorentz gas is very special (only rat­
tling between two neighboring scatterers is possible), 
the structure and the solutions of the "kinetic equations" 
are very similar to that of the three-dimensional 
Lorentz gas. This is so because the binary collision 
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FIG. 1. The velocity autocorrelation function as a function of 
t/t*, t* = a/2 n* ii, d= 1. ., - .. Ring. -. -. - Superring. 
Exact solution equation (1) and (4) - Exact. 

operator contains a real and a virtual part giving the 
moving particle the possibility to pass a scatterer, even 
in case d= 1. For instance, both Boltzmann propagators 
have the same type of hydrodynamic mode leading to 
long time tails of the form r(4 /2+1). Another interesting 
aspect of comparing the one-dimensional with the three­
dimensional case is the effect of the anisotropy in the 
scattering. For d= 1 the scattering is anisotropic (P1v 
= - v) while for d = 3 the scattering is isotropic (P.i; = 0). 
This is an important reason why the effect of the ring 
approximation is larger in case d = 1 than for d = 3. 

This pays off in the next approximation, the so-called 
superring approximation, in which one replaces the 
propagator in (4) by the Boltzmann propagator. For d= 1 
one finds 

(9) 

This is valid for a point (moving) particle. Otherwise a 
small oscillation (which can be calculated exactly) is 
superimposed on the corresponding velocity autocorre­
lation function. 

The diffusion coefficient now drops down to its exact 
value, namely zero, for all densities. The long time 
tail of the velocity autocorrelation function remains of 
the form t-S /

2
, but its coefficient is four times larger 

than in the ring approximation. This is due to the fact 

<1>;" ------------------------, 
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FIG. 2. The velOCity autocorrelation function as a function 
of t/t*, t* = cr/7r n*if, d= 3, n* = 0.3 .. - .. -. Ring. - Superring. 
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that (9) is the sum of a geometriC series, a series that 
diverges for z = O. This shows how Eq. (4) stops diffu­
sion if the anisotropy in the scattering is large enough. 
For d = 3, besides the obvious effect of the dimensional­
ity, the scattering is isotropic leading to a diffusion co­
efficient which drops down to only half of its Boltzmann 
value if the density of scatterers is infinite. In calculat­
ing the velocity autocorrelation function in this approxi­
maton (see Fig. 2) only the first term in (8) was kept. 
This is not unreasonable as one can see if one compares 
the corresponding long time tails and high density limits. 

For d= 2, the mathematics is much more complicated 
(due to the solution of the Boltzmann equation). However, 
because here the scattering is anisotropic too, one 
should expect a result somewhere between d = 1 and 
d=3. 

A doubtful argument for this is that knowing the small 
density expansions of y~2) (Ref. 4) and using it as a 
term in geometric series in the super ring approxima­
tion, one finds that diffusion stops at n* c =0. 37 t That 
the argument is doubtful is also due to the fact that it 
does not work for d= 3. The exact solution of (1) and (4) 
for d = 1 yields a velocity autocorrelation function of 
the form 

Wz = (2nv)_12z2[2z2
2 + 1 + (1 + 4Z22)1/2]-t, 

where z2=z/2nv. 

(10) 

Its one-particle propagator differs from the Boltzmann 
propagator only in that the density n has to be multi­
plied by a function of z, m., which has to be determined 
self consistently. 

The interesting thing here is that one finds an essen­
tial singularity in y" for z = 0, leading to an exponential 
decay of the velocity autocorrelation function, while the 
diffusion coefficient remains zero. For d= 3 the same 
tric can be used but it will never lead to a critical den­
sity above which diffusion stops completely. Whether 
this is a serious defect of Eq. (4) is not clear because 
no computer experiments are yet available indicating 
the value of a critical density in the three-dimensional 
Lorentz gas. 
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Diffraction characteristics of a slit formed by two staggered 
parallel planes 
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The diffraction of a plane electromagnetic wave by a slit formed by two staggered parallel planes is 
investigated using an asymptotic Wiener-Hopf technique. By following a standard procedure the 
problem is formulated in terms of two coupled Wiener-Hopf equations. For large edg~ge 
separation, the decoupling of the equations' is accomplished by evaluating certain integrals by the 
saddle point method of integration. The results thus obtained can be conveniently identified as rays 
emanating from the two edges. It is shown that various changes in transmission coefficient and 
diffraction pattern of a slit can be obtained by changing the angle of stagger of the planes. Plots of 
transmission coefficients and diffraction patterns are presented for various slit widths and angles of 
stagger to show these characteristics. 

1. INTRODUCTION with a=O'+ir. 

The diffraction of a plane electromagnetic wave by a 
slit in a conducting screen has received great attention 
for a long time. An exact solution exists in terms of 
Mathieu functions. 1 Asymptotic diffraction theories also 
exist, although the interaction term in this caSe is 
available only for large slit widths. 2,3 To the author's 
knowledge, however, no attempt has ever been made to 
find the properties of a slit formed by two staggered 
parallel planes. It is the purpose of this paper to find 
the diffraction characteristics of such a slit for an E­
polarized incident plane wave. The approach is based on 
a boundary value method which leads to two coupled 
Wiener-Hopf equations. The equations are solved by 
evaluating certain integrals by the saddle point method 
of integration. This results in a solution, which for 
large edge -edge separation is quite similar to that 

The solution of the transformed wave equation takes 
the form 

of Karp and Russek, 3 for the case of a wide slit in a 
screen, except for a few modifications. Finally, the 
behavior of the slit is illustrated with the aid of diffrac­
tion patterns and plots of transmissions coefficients for 
various values of slit width and angle of stagger of the 
planes. 

2. FORMULATION OF PROBLEM 

ConSider the slit formed by two staggered parallel 
planes as shown in Fig. 1. Let an E-polarized plane 
wave 

CPj = exp( - ikx cosBo - ik}' sinBo) exp( - iwt) (1) 

be incident on the plates. The time dependence 
exp( - iwt) will hence forth be omitted. Let CPt be the 
total field and let cP be the scattered field such that 

CPt = cP + CPi (2) 

everywhere. The scattered field satisfies the wave 
equation 

a2 cp a2 cp 2 . 
~+-2+kCP=O, k=k1 +zk2 , (3) ax ay 

where k is temporarily assumed to have a small positive 
imaginary part. Let iP be the Fourier transform of the 
scattered field cP in the x direction; i. e. , 

1 l~ . 
iP(a,y)= (211")1/2 _~ cp(x,y)exp(iax)dx (4) 
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iP(a,y)=Ae-ry y~O 

=Be-rY+Cery -b'" y'" 0 

=Dery y"'-b 

(5a) 

(5b) 

(5c) 

where y2 == a 2 
_ k 2

, with the assumption that Y"7 I 0' I as 
a = 0' - ± 00, and y == - ik for a == O. Continuity of electric 
field at y == 0 and y = - b yields 

A=B+C, 

D=Bexp(2yb) +C. 

Let us introduce 

1 foo 
iP+(a,y) = (211")1/2 Jo cpexp(iax)dx, 

1 (0 . 
iP_(a,y)= (217)1/2 J .... cpexp(tax)dx, 

- 1 f'" iP+(a,y)= (217)1/2 I cpexp[ia(x-l)]dx, 

- 1 fl 
iP_(a,y)==(217)1/2 -«> cpexp[ia(x-l)dx, 

(6a) 

(6b) 

(7a) 

(Th) 

(7c) 

(7d) 

/.! INCIDENT PLANE 
WAVE 

)' 8. 

------rf....:~O -.L... x 

t nL~f--~_ 
I--L~ 7 

8 

DIFFRACTED 
WAVE 

FIG. 1. Configuration of a slit formed by two staggered 
planes. 
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IMAGINARY! 

• k 

• Ii cos 80 

REAL ! 

·-k 

FIG. 2. The integration contours in the complex ~ plane. 

where the "+" functions are regular in the upper T > - ka 
half plane and "-" functions are regular in the lower 
T < + ka half plane except for the presence of a pole at 
a=kcos80 in certain cases (see Fig. 2). 

Elimination of A, B, C, D, from (5) and some manip­
ulation yield 

~ (a 0)+ i __ exp(iaZ)exp(-yb)J.(a,-b) 
., (217)l/2(a - k cos (0) - y 

J_(a,O) - , 
y 

ci( b) iexp[-ikacos(80H~)]_ J.(a,-b) 
_a,- - (217)1/a(a-kcos8

o
) _- y 

exp( - iaZ) exp( - yb)J_(a, 0) 
y 

where 

J_(a, 0) =H~ ~(a, 0') - ~ ~(a, 0-)] = - yC, 

J,(a, -b)=H~;(a, -b') -ci;(a, -b-)] 

= -yBexp(- iaZ)exp(yb). 

(8) 

(9) 

(lOa) 

(lab) 

The prime in the above equations indicates that the 
transform of a¢/ay has been taken .. Equations (8) and 
(9) are the deSired Wiener-Hopf equations containing 
unknowns ~.(a,O), ciJa, -b), J_(a,O), and .1.(a, -b). In 
these equations ~.( a, 0) is regular in the T > - ka half 
plane and ~.( a, - b) is regular in the lower T < + k2 half 
plane. Similarly, .1,( a, - b) and J_(a, 0) are regular for 
T > - ka and T < + k 2, respectively, except for a pole at 
a=kcos8o in each case (see Fig. 2). 

Let us first conSider Eq. (9). With the aid of Cauchy's 
theorem, we can write 

(lla) 
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= T.( a) + T_(a) (llb) 

where the paths PI and P a are shown in Fig. 2. Thus 
Eq. (9) can be rewritten as 

(a_k)I/2ci (a -b)- iexp[-ikacos(80H~)] 
- , (217)1/2(a-kcos8o) 

f'_" "-" 

U_" 

J.( a, - b) T ( ) 
(a +k)i/2 - • a 

t' +" "+" 

+ i(k cos 80 - k)I/2 exp[ - ika cos(80 H2)] 
(21ly/2(a -kcos8o) 

"+" 

(12) 

where 0 is the angle of stagger of the planes as shown 
in Fig. 1. With reference to Fig. 2, the "-" sign in Eq. 
(12) indicates that the terms are regular for T <k2 and 
the "+" sign indicates regularity in T>k 2 cos8o' On 
applying the Wiener-Hopf technique4 and equating both 
sides of Eq. (12) to zero, we obtain 

x (a + k)l/ 2 sin( 80/2) exp[ - ika cos(80 +0)] 
(a-kcos8o) (13) 

Substituting for J.(a, - b) in (8) and rearranging, we have 

~ .(a, O)(a + k)l/a + (217)1/2 (: _ k cos(
0
) 

11+" "+" 

i(k + k COS(0)1/2 exp(iaZ) exp( - yb) T.( a)( a + k)l/2 
=- (217)1/2(a-kcos8o) + (a_k)I/2 

U_" 

"-" 

x sin(80/2)(a +k)I/2 exp(ial) exp(-yb)exp[-ika cos(80 +Q)] 
(a - k cos8o)(a _ k)1/2 

"=F " 
(14) 

The" -" sign in the above equation indicates regularity 
for T <kacos80, whereas the "+" sign indicates regu­
larity for T > - k2 • The terms marked "'I''' are regular 
in neither half plane. They can be split into regular 
functions using Cauchy's formula. Thus 

exp(ial)exp(-yb)(a +k)1/2T.(a) 
(a _k)17 2 
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__ 1_ r exp(i~l)exp(-yb)(~ +k)1/2T.W d~ 
2rrij" (~_k)l!2(~_a) 

P3 

= V.(a) + Vja) (15) 

and 

x sin(80/2)(a + k)1/2 exp(ial) exp( - yb) exp[ - ika cos(80 H2)] 
(a _k)I/2(a -kcos80) 

=(!!.)1/2 sin(80/2) exp[ -: ika cos(80 +U)] 
rr 2m 

_(!!.)1/2 sin(80/2) exp[ -.ika cos(80 +U)] 
'If 2rrt 

xf exp(i~l)effl(-yb)(~ +k)1/2 d~ 
P (~-k) (~-kcos80) 

3 

= U.(a) + Uja) (16) 

where the paths P3 and P 4 are shown in Fig. 2. Then 
(14) can be rewritten as 

<P .( a, O)(a + k)1/2 + (2rr~ 1/2 [(a + k)1/2 - (2k)1/2 cos( 80/2)] 

- V.(a) + U.(a) 

_ /!!.)1/2 cos(80/2) Jja,O) + V_(a) _ U_(a). (17) 
- - \7T (a - k cos 80) - (a - W /2 

On applying the Wiener-Hopf technique and equating 
both sides of Eq. (17) to zero, we obtain 

J_(a, 0) = _ i(!!.) 
1 

I 
2 
COS\80/2~ (a -8kr/2 

+ V_(a) (a _ k)I/2 
7T a - cos 0 

_U_(a)(a_k)I/2. (18) 

3. FAR FI ELD OF THE SLIT 

Substitution of the expressions obtained for J.( Q!, - b) 
(Eq. 13) and J_(a,O) in (10) and use of (6b) and (5c) 
yields the following expression for the transform of the 
field in the region y < - b: 

<p(a, y) = _(;y/2 
sin(80/2) exp[ - ika cos(80 + U)] exp(iaZ) exp(yb) exp(yy) 

x (a-kcos80)(a-k)l!2 

+J!!.)1/2 cos(80/2) exp(yy) 
\rr (a - k cos80)(a + kP!2 

T.(a) (. l) () + U_(a) () + (a _k)l!2 exp ta exp yy (a +k)1/2 exp yy 
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(19) 

Thus the final solution depends on the evaluation of 
Uja), T.(a), and Vja). Let us first consider U_(a). 
Replacing a by - k cosw in (Hi) for the sake of conve­
nience, we obtain 

U (k ) f7i sin(8Q/2) exp[ - ika cos(80 +U)] 
- - cosw = - 27Ti ,,('W 

xI (~+k)1/2exp(igZ)exp(-yb) 
P

3 
(~ - k)l!2 (~- k cos80)(~ + k cosw) d~. 

(20) 

Isolation of poles at ~ = k cos 80 and ~ = - k COSW re­
sults in 

U_(-kcosw) = 

_ sin(80/2) exp[ - ika cos(80 +U)] 
2rriili(cos80 +cosw) 

x(( (~+W/2-(k+kcos8o)1/2 
J

P 
(~-kcos8o)(~ _k)1/2 exp(i~Z)exp(-yb)d~ 

3 ' 

f (~+k)1/2 - (k - k COSW)I/2 . 
- (~+kcosw)(~ _W/2 exp(t~Z)exp(-yb)d~ 

P 3 

+(k +k s8 )1/2 ( exp(i~l)exp(-yb) d~ 
co 0 Jp (~-kcos8o)(~-k)I/2 

-(k-k )1/2(3 exp(i~Z)exp(-yb) d~. 
COSW Jp3(~+kcosw)(~-k)I/2 / (21) 

The integrands in the first two terms in (21) are smooth 
functions in the neighborhood of ~ = k cos80 and ~ 
= - k cosw and can be evaluated asymptotically in a 
standard manner. The third and the fourth integrals may 
be identified with Sommerfeld half plane solutions. 
Evaluation of these integrals yields 

Uj-kcosw) 

_ 2sin(80/2) cos(U/2) exp[-ika cos(80 +U)] 
- ili(cos80 +cosw) 

exp[i(ka - rr/4)] 
x (2rrka)l/2 

x{cos(U/2) - cos(8o/2) _coS(U/2) - sin(w(2)\ 
\ cosU -cos80 cosU +coSW 1 

+ i sin(8o/2) e¥[ - ika ~os(8o +U)] 
21Tili(cosw + cos 80 ) 

(cos(80/2) sin(w/2) \ 
X\sin(8

0
/2)Q(a, U/ rr - 80)"" cos(w/2) Q(a, w/U)J' (22) 

in which 

Q(p, 8/80 ) 

= 21T1/ 2eXP(irr/4){exp[ - ikp cos(8 - 80)].f~ cos ~8 ~8°1 ] 

+exp(- ikpcos(8 +80)] F[v'2kP cos (8 ~ 80) J} 
and F(x) is the Fresnel integral 

F(x) = r exp(iu2) duo 
x 

(23) 

(24) 
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Asymptotic evaluation of the Fresnel integrals yields 

U (a) = i v'k cos( 11g/2) exp(i2kb sin80) C( 8 < n) 
• {7T(k cos80 - a) 0 

+ v'ksin(80/2)exp[-ikacos(80 +n)] 
rTr(a _ k)I!2 

x exp(i all exp( -yb) C(k cosn < a) 
(a - k cos eo) 

..ffi 2 cos2(n/2) sin(eo/2) exp[i(ka - 1T/4)] (25) 
+ fi (cosn - coseo)(k cosn - a)(21Tka)lI2 

where 

c(e1 <e2)=1 for 81 <e2 

o for 81 ~ e2 • (26) 

A similar asymptotic evaluation for T+(a) and VJa) 
gives 

T +( a) 

= _ ,fk sin(8/2) exp[ - ika cos(80 +n)] C( 1T _ n < 8 ) 
fi(kcoseo-a) 0 

i..ffi cos( eo/2) (a - k)l/ 2 exp( - ian exp( - yb) 
- fi(a+k)1!2(a-kcos80) 

x C( a < - k cosn) 

i,fk 2 cos2(n/2) cos( 80/2) exp[i(ka - 1T/4)] 
+ v1T (cosn + cos8o)(k cosn + a) (21Tka)l!2 

(a - k)I/2 [VJa) - UJa)] exp(- ian exp(- yb) 
+ (a +k)l!2 

xC(O! <-kcosn) 

+ 2kcos2(n/2) [V.( - k cosn) - U.(- k cosn)] exp[i(ka - 1T/4)] 
(k cosn + a) (21Tka)1! 2 ' 

(27) 

V ( )
- T+(a)(a +k)I/2 exp(iaZ)exp(-yb) C(k .... ) 

.a- (a_k)1/2 cos., <a 

+ 2k cos2(n/2) T+(k cosn) exp[i(ka -1T/4)] 
(k cosn - a) (21Tka)I/2 

(28) 

Note that T.(k cosn) and VJ-k cosn) are not considered 
as unknowns. They may be obtained by setting a = k cosn 
and a=-kcosn in the solution of T+(a) and V.(a), 
respectively, once the latter are known. 

Substituting for T+(a), U.(a), and V.(a) in (19) and 
taking the inverse transform, the transmitted far field 
may be written as 

(29) 

where ¢.ep is the field diffracted by the structure when 
the two planes are isolated from each other. Evaluating 
the integrals involved in the inverse transformation of 
(19) by the method of steepest descent, ¢.ep is recog­
nized to be 

¢ _ exp[i(kr-1T/4)] ( 2i cos(eo/2) cos(e/2) 
•• P- (21Tkr)1/2 - cos80 +cose 
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x[1-exp(2ikbsineo)C(80 <n)]c(n <8) 

2i sin(eo/2) sin(8/2) 
+ coseo +cos8 

x exp{- ika[cos(eo +n) +cos(8 - n)]} 

1947 

xC(eo <1T-n)[1-exp(i2kbsineo)C(1T-n <e)]). (30) 

The first term in the larg~'parenthesis in the above ex­
pression corresponds to the ray diffracted from the 
upper edge whereas the second term gives the ray dif­
fracted from the lower edge. The second term in each 
square bracket denotes the contribution from rays which 
are reflected from the lower or upper half plane as well 
diffracted by upper or lower edges, respectively. The 
expression differs from Keller's2 for a slit in a screen 
in that it has extra terms corresponding to the reflection 
from the two half planes. Also it has extra shadow 
boundaries at eo = 1T - nand 8 = n which may be easily 
removed by USing Fresnel integral expressions as in­
dicated in (20)-(25). However, the solution of (27) and 
(28) for T+(a) and VJa) is much more complicated in 
this case. For n = 0, the asymptotic expression is 
identical to that of Keller2. 

Similarly, the expression for ¢i.1> which corresponds 
to interaction between the two half planes, reduces to 

¢ = iexp[i(kr+ka)] (1 + exp(i2ka)coS4 (n/2»)·1 
int (21Tkr)1!2(21Tka)I/2 2i1Tka cos2n 

x rex [_ ika cos(8 _ n)] cos(80/2) cos
2
(n/2) sin(8/2) 

L p (cosn + cos eo) (cosn - cose) 

x (1 - exp(i2kb sineo) C(80 <n» 

'l (\ 
z ,.2 1 ~ \ ~ i I \ \ 
~ 1.0 u , \ " 
1 , 

~ .... 
o 
a: 
u 
z 0.8 
o 
Vl 
Vl 

~ 
Vl 
Z 0.6 
<t 
a: .... 

0.4 

1.0 2.0 

l 'NCIOENT 
WAVE 

/'---
--.0. ;::0,, __ 

3.0 

ka 

1 01 FFRACTEO 
WAVE 

4.0 

.0. : o· 

.0. : 20· 

.0. : 45· 

5.0 6.0 

FIG. 3. Transmission cross section vs slit width (ka) for var­
ious stagger angles (0) of the planes. 
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FIG. 4. Transmitted amplitude (normalized to !2 = 0) vs stagger 
angle (m for two slit widths. 
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+ exp[i(ka - 31T/4») cos2(0/2) (coS(eo/2) cos2(0/2) cos(e/2) 
(21Tka)1!2 cosO (cosO +coseo)(cosO +cose) 

X(1 - exp(i2kb sineo) C(eo <0) C(O < e» 

+exp{- ika[cos(eo +0) +cos(e - o)J} 

x sin(eo/2)cos2(0/2)sin(e/2) c(e <1T-0) 
(cosO - cos eo)( cosO - cos e) 0 

X(I-exp(i2kbsineo)C(1T-0 <e)~l (31) 

This interaction field represents the field of four types 
of higher-order rays employed by Keller2 in the slit 
solution except for some modifications. The first modi­
fication is that the factor exp[i(ka - 1T/4)/(21Tka)1/2J re­
lated to the edge-edge ray field for an ordinary slit is 
multiplied in the present case by cos2(0/2)/cosO, which 
reduces to unity for 0 = O. The second modification is 
related to the factor cos(eo/2) cos(e/2)/(1 +coseo)(1 
+ cos e) which appears in the diffraction coefficient part 
of the edge-edge interaction term for an ordinary slit. 
It is replaced by cos(eo/2) cos(e/2) cos2(0/2)/(cosO 
+coseo)(cosO +cose). The last modification relates to 
the appearance of additional terms due to reflection 
from the lower and upper half planes. For the special 
case 0 = 0, cf>int reduces to the expression found by 
Karp and Russek3 and Keller2 for the slit in a conducting 
screen. 

4. NUMERICAL RESULTS AND DISCUSSION 

Computations of transmission cross section were 
performed for various slit widths and stagger angles. 
The transmission cross section was obtained from the 
imaginary part of I FI /ka cosO, where the far field 
scattered by the slit is given by F(21Tkr)-1/2 exp[i(kr +1T/ 
4)J. Figure 3 shows the results of these computations. 
Examination shows that the magnitude of the first maxi­
mum in the transmission cross section vs ka plot 

ka=5.47T 

--D.= 0° 

-D.= 20° 

50 30 10 

FIG. 5. Diffraction pat­
terns of a slit formed by 
two staggered planes. 
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decreases with stagger angle. Also the separation be­
tween two maxima (or two minima) decreases with in­
creasing stagger angle. Figure 4 gives similar data 
except that here we plot the magnitude of the diffracted 
field, normalized to its magnitude at n = O. We note 
that it is possible to increase or decrease transmission 
by changing the stagger angle. Figure 5 shows diffrac­
tion patterns for a slit with n (stagger angle) = 0° and 
20°. It is evident that the patterns become asymmetric 
(for normal incidence) if the planes are staggered and 
that variations of bandwidth and main lobe amplitude 
may be obtained by changing the stagger angle. 

Our asymptotic results are not valid near the shadow 
boundaries 80 = n, 1T - n; 8 = n, 1T - n and for the case 
when n = 1T/2. The diffracted field expressions for these 
cases may be obtained by expressing T+(a) and V_(a) in 
terms of Fresnel integrals as in the case of U_(a) (Eqs. 
(20)-(25)]. However, the solution of (27) and (28) for 
T+(o:) and Vja) is much more complicated in this 
case. 

5. CONCLUSIONS 

The problem of diffraction of a plane wave by a slit 
formed by two staggered planes has been solved approx-

J. Math. Phys., Vol. 15, No. 11, November 1974 

1949 

imately by USing the Wiener-Hopf technique and the 
saddle point method of integration. The results obtainec;i 
are identified as rays emanating from the two edges and 
are Similar to that of Karp and Russek3 and Keller2 for 
a slit in a plane screen except for a few modifications. 
The results indicate that various changes in main lobe 
amplitude, beamwidth and transmission cross section of 
a slit may be obtained by changing the angle of stagger 
of the planes. 
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The ergodic state with the least mean recurrence time in an irreducible Markoffian process having 
countable states, between any pair of which transition probability rates are definable, is the state with 
the least irreversible decay rate if neither the microscopic reversibility nor the doubly stochastic 
property holds. 

1. THEOREM 

Suppose a finite classical system whose dynamical 
evolution obeys an irreducible Markoffian process hav­
ing countable states {i} (i = 1 , 2,· •• ), between any pair 
of which transition probability rates are definable. 1 

Hence the kinetics of the Markoffian process follows 
the Pauli master equation 

.,°t P(i,t)= ~ W(i-j)P(j,t) -~ W(j-i)P(i,t), (1.1) 
U }'¢j }'¢j 

where P(i, t) is the probability density of the represen­
tative point R of the system found on coordinate i at time 
t and W(i - j) is the probability of transition from j to i 
per unit time. Here, the term state is identically re­
ferred to as coordinate. The theorem we shall prove is 
as follows: 

Theorem A: Suppose the Markoffian kinetics following 
the Pauli master equation (1.1) with the set of transi­
tion probability rates {W(i - j)} each of which is inde­
pendent of time. Then, the mean recurrence time 7'(i - i) 
of the coordinate i has its minimum value at coordinate 
i = im giving the least irreversible decay rate 

im ={i; min{W(i)}} 

with 

W(i)= ~ W(j-i) 
j'¢j 

if the auxiliary condition 

W(im ) - W(im ) > 0 

with 

W(i) = ~ W(i- j) 
Ji'j 

is satisfied. 

(1. 2) 

(1. 3) 

(1.4) 

(1. 5) 

The auxiliary condition (1.4) excludes both the micro­
scopic reversibility 

W(i - j) = W(j - i) for any pair of i and j (* i) (106) 

and the doubly stochastic property 

(107) 

In order to prove Theorem A, we shall first define a 
particular measure and next prove a set of lemmas. 

2. DEFINITION 

As a prerequisite for the proof of Theorem A, we 
shall define a measure 

(2.1) 

The meanings of the symbols are as follows: We call 
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as a unit-continuous event (UCE) of coordinate i the 
event that R keeps remaining on coordinate i from the 
moment R transits from any coordinate except i to i 
till the moment R again transits from i to anywhere else; 
[T] is the total time duration of UCE's of coordinate i 
appearing during the time interval T. Here, the time 
duration of UeE of i is counted as zero if it is less than 
an appropriate time unit 7'0. [T] is consecutively counted 
by the unit of 7'0 in a single sequence of the interval 
T(?- 7'0) from an arbitrary initial time t = tin, while, if 
two successive UeE's of any j with the intermission of 
the interval 7" occur with the time durations 7'1(> 0) and 
7'z(> 0), respectively, and if 7"<7'0' the successive 
events are regarded as if a single UeE of j with the 
time duration (7'1 + 7" + 7' z) had occurred. In general, 
the quantity /J.[i; T, 7'0] depends upon an initial time 
t = tin from which one begins to measure the interval T. 
If the initial time is specifically referred to, the quan­
tity will be denoted as /J.[i; T I tin' 7'0]. 

Next, we shall introduce the probability measure 
P j (t2 , t1) of the event that R found on i at time t = t1 keeps 
remaining on the same coordinate until t = t2 (> t1) with­
out suffering any transition. One readily finds 

P j(t2 , t1) = Pi (t2 - t1) ={Pi (1)} (t2-t 1) (2.2) 

with 
P i (l)= exp[ - w(i)l, (2.3) 

since the event is Markoffian as seen from the master 
equation (1.1) and since each member of the set {W(i 
- j)} has been supposed to be independent of time. 

Furthermore, we shall introduce another quantity 
Pe(j Ii; T) which is characteristic of the probability of 
a particular event continuing over the interval T as 
follows: 

(2.4) 

for the event that R is found on j at an initial time t = tin 

followed by another one in which it keeps staying on j 
till a later time t = tin + T, and 

(2.5) 

for the event that R is found on any coordinate except i 
even a moment during the interval T between an initial 
time t = tin and a later time t = tin + T. If the initial time 
tin for fixing the quantity Pe (j Ii; T) is specifically re­
ferred to, the quantity will be denoted as PeU Ii; T I tin). 

Since the quantity PeU Ii; T I tin) is related to the proba­
bility of a particular event, it follows that 

Pe(j Ii; T I tin)=O, if PeU Ii; T I t in)=€ with € -0. (2.6) 

One notes that Pe(j Ii; T I t i ) = 0 if /J.[j; T I tin' 7'01 = 0, 
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and that 1J.[j; T I tin' 1'01=1 if PeU Ii; T I tin)*O in the 
sense of (2.6). 

3. LEMMAS 

Lemma A: 

0.;; IJ.[QI;T I tin' To]';; 1 

with 

QlC{i}, 

(3.1) 

where QI means an arbitrary local subset of coordinates, 
i. e., states belonging to the total countable states {i} 
and tin is an arbitrary initial time. 

Proof: If one replaces a single coordinate by a local 
subset of coordinates in the definition of (2.1), the pre-
sent lemma immediately follows. QED 

Lemma B: 

IJ.[QI ; T I tin' To] + 1J.[{3; T I tin' To]';; IJ.[G' U (3, T I tin' 1'01 

(3.2) 

with 

QI, {3 C {i} satisfying QI n {3 = cp, 

where tin is arbitrary. 

Proof: Since the representative point R cannot be 
found simultaneously in both the subsets QI and (3 with­
out any interception between the two, the present lemma 
results. QED 

Lemma C: 

lim 1J.[j;T I t in ,To]<l for j*km 
T~<o 

(3.3) 

with 

k m ={i ; min{ T(i - i)}}. (3.4) 

Proof: If it occurred that 

lim J.L[j; T I tin' 1'0]= 1 for j* km' 
T~<o 

the definition of (2.1) would give the inequality 
TU - j) < T(km - km). This apparently contradicts con-
dition (3.4). QED 

Lemma D: 

lim J.L[k ; T I tin' ToJ > 0 T-co m 

with 

To> T(km - km ) 

if the auxiliary condition 

T(km -km»O 

(3.5) 

(3.6) 

is satisfied, where T(i - i) is the average holding time 
of R on coordinate i from the moment R transits to i 
from anywhere else till the moment it again transits 
from i to anywhere else. 

Proof: The inequality (3.5) is straightforward from 
the definition of (2. 1) under the condition (3. 6) . QED 

Lemma E: 

(3.7) 
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where V{J.L = O} stands for any event satisfying /J. = 0 and 
tin is arbitrary. 

Proof: For any event satisfying the condition 
J.L[j; T I tiD' ToJ = 0, it never occurs that R keeps remain­
ing on coordinate j any longer than To without suffering 
transitions. Hence the definition of (2.5) leads to 
Lemma E. QED 

Lemma F: 

PeU Ii; T)*O where 3 {/J.[j ; T I tin' To]=l}, (3.8) 

where 3 {/J. = 1} stands for a certain event satisfying 
IJ. = 1 and tin is arbitrary. 

Proof: For a certain event satisfying 1J.[j; T I tin' To] 
= 1, the possibility is not completely excluded that R 
may keep staying on j during the interval T if an initial 
time tin is appropriately chosen. Such an event yields 
PeU Ii; T) *0 because of the definition of (204). QED 

4. PROOF 

Before entering the proof of Theorem A, we shall 
prove another auxiliary theorem. 

Theorem B: Suppose J.L[x; T I tiD' ToJ = 1, where x is an 
arbitrary coordinate among {i} and tin is an arbitrary 
initial time. Then, 

(4.1) 

for any coordinate j except i. 

Proof: If /J.[i;Tlt in ,To]=l, then J.L[j(*i); Tltin,To]=O 
because of Lemmas A and B. Hence one obtains 
Pe(j(* i) Ii; T I tin) = 0 from Lemma E. Next, suppose 
Pe(j(*i) Ii; T I tin) = 0 under the constraint J.L[x; T I tin' To] 
= 1 for an arbitrary tin. On the other hand, 
P

t 
(x Ii; T I t~n) * 0 follows for a certain event satisfying 

/J.lx; T I t~n' To] = 1 because of Lemma F. If x* i, a con­
tradiction would occur. Consequently, J.L[i; T I tin' To] = 1 
follows. QED 

Proof of Theorem A: Since PeU Ii; T) is either 
PJ (T)/ PI (T) or identically zero as shown in (2.4) and 
(2.5), Theorem B in the limit T-oo will yield 

[ ] {
1 for i=i", 

lim/J.i;Tltin,To = 0 f 
T~ao ori*im 

(4.2) 

if and only if the ansatz 

lim /J.[x; T I tin' To] = 1 for an arbitrary x 
T~ao 

(4.3) 

holds, where the limiting procedure presented in (2.6) 
is employed. On the other hand, Lemma C says that 
the ansatz 

lim J.L[x;T Itin ,To]=l 
T~'" 

never holds unless x = km • Hence, the necessary condi­
tion, by which Lemma C does not contradict the state­
ment presented in (4.2) and (4. 3), is the equality 

(4.4) 

A sufficient condition allowing for the identity of state 
im to state k m is the inequality T(im - im ) > 0, which we 
shall prove, because of both Lemma D and the ansatz 
(4.3). In fact, the definition of (2. 1) would not exclude 
the event /J.[k m, T I t[n, To] = 1 as a particular case of 
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Lemma D since T(k", -k",) < T(j -j) for any A#k",), where 
T(~ To) is arbitrary and t{n is a particular time. 

The average holding time T(i - i) can be evaluated as 
follows: In the asymptotic limit, any coordil'late must be 
balanced in the sense that the transition of R from co­
ordinate i to anywhere else with the rate W(i) should be 
compensated by its just reversed transition with the rate 
W(i). The condition of the asymptotic balance is ex­
pressed as 

W(i) = W(i) exp[ - W(i)T(i - i) J (4.5) 

or, equivalently, as 

( . .) 1 I W(i) 
T t - t = w{i) n W(i) (4.6) 

with the aid of the probability function given in (2.2). 
Hence the inequality of (1.4) yields 

(4.7) 

Since the positiveness of the average holding time 
T(im - i .. ) has been proved, it turns out that the state 
k m with the least mean recurrence time is identical to 
the state im with the least irreversible decay rate under 
the auxiliary condition (1.4). This completes the proof 
of Theo rem A. QED 

In order to make sure that the state im is really 
ergodic, we shall estimate the magnitude of the mean 
recurrence time T(im - i m). Let us consider the 
probability 

P :~!t (j * i ; t2 , t 1) 

of an event denoted as v(= 1,2,· •• ) that R is never found 
on i from the moment t=tl till t=t2(>t1). Hence one 
obtains 

P:"~t{j*i;t2,tl) (4.8) 
P I (t2 - t) 

As a particular case of this inequality, it follows that 

Pc~iM ~ im ; ty t1 ) .,,; exp (_ (t2 - t1») (4.9) 
PI", t2 - tl T,. 

with 

T,.= [min {W{j)-W(im)}] -1 (4.10) 
i~lm 

If the time interval (t2 - t1) is much greater than T,., the 
right-hand side of (4.9) would almost vanish. The prob­
ability of an event that R could never be found on im all 
through the time interval, which is much greater than 
T'Y' would thus become vanishingly small compared with 
the probability that R would keep staying on im during the 
same interval. 

Suppose one can classify each event, which continues 
over the interval To along the time axis, into the follow­
ing three categories. The first group is for the events 
in which R keeps staying on im all through the time in­
terval To' The second one is for the events in which R 
is never found on im even a moment during the interval 
To' And the third one is for all the other events, i. e. , 
the events in which R is found on im even a moment dur­
ing the interval To' If the inequa.lity 

(4.11) 
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is satisfied, only events of the first and third groups 
will appear with the probability of almost unity since 
the probability of an event belonging to the second group 
is found to be vanishingly small compared with the one 
belonging to the first group. Hence one finds that the 
mean recurrence time T(im - i m) has the magnitude of 

T(im-im)-;; To, 

where To is given in (4.11). 

5. DISCUSSIONS AND CONCLUDING REMARKS 

We shall present the physical Significances and im­
plications of the theorems proven in the followings. 

Although Theorem A has been proved in the case that 
the transition probability rates {W(i - j)} are indepen­
dent of time, one can readily prove a similar theorem 
even if {W(i - j)} are periodiC functions of time. All one 
has to do is to choose a fundamental period as a time 
unit of the kinetics and to follow the similar arguments 
presented in Sec. 2-4. 

Markoffian kinetics sometimes could result from a 
certain projection eliminating irrelevant variables from 
a dynamical system,2,3 which has a fixed Poincare cycle. 
The recurrence times of the reduced Markoffian pro­
cess do not agree with the Poincare cycle of the dynami­
cal system which admits a pointwise detection, that is, 
a fine-grained observation. The present discrepancy is 
due to the fact that the projection always causes a con­
traction of information on the side of observer and that 
the Markoffian kinetics necessarily accompanies a set 
of coarse-grained states. Because of this projection, 
the dynamical system, which is not yet subj ect to the 
thermodynamic limit, would reduce to a Markoffian 
process with much smaller recurrence times than the 
original Poincare cycle. Hence, the size of the least 
mean recurrence time depends entirely upon the coarse­
graining which the observer employs. 

If either the microscopic reversibility or the doubly 
stochastic property holds, the average holding time of 
any state would vanish following the expression given in 
(4.6). This in turn yields the observation that one can­
not identify the state with the least mean recurrence 
time among those each of which has the vanishing hold­
ing time on average. In fact, it is known that a steady 
distribution with equal weight follows if either the mi­
croscopic reversibility or the doubly stochastic proper­
ty is satisfied. 1 

There is an argument that a steady distribution could 
be established in a Markoffian process even if the mi­
croscopic reversibility does not hold. 4,5 The principle 
of detailed balance is an example giving such a steady 
distribution which yields the probability distribution 
being proportional to the inverse of the mean recurrence 
time of each Markoffian state. 1 The steady distribution, 
however, excludes fluctuations of each recurrence 
time. 6 Hence, one observes that the probabilistic kinet­
ics based upon the steady distribution cannot deal with 
the macrokinetics associated to macroscopic fluctua­
tions6 ,7 of each recurrence time around its mean value. 

The state with the least mean recurrence time appears 
most frequently among the countable states of an irre-
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ducible Markoffian process. An observer, who is inter­
ested only in a once-and-for-all event which occurs 
along the time axis and not in a sort of ensemble aver­
age of events, would regard the state with the least 
mean recurrence time just like an everlasting state if 
he cannot follow the fast transition dynamics with the 
characteristic time less than the memory holding time 
of his own and if the holding time is of the order of the 
least mean recurrence time. 

A certain class of nonlinear statistical mechanics off 
equilibrium belongs to Markoffian kinetics 0 8 Each 
Markoffian state represents a structure which could be 
realized in nonlinear statistical mechanics. Although 
it has been pointed out that if the structure is exten­
sive9

,l0 or, more generally, is invariant under a scale 
transformation,11 the probabilistic kinetics could reduce 
to a set of a few typical kinetics, specifically, in the 
thermodynamic limit, the structures which one meets 
in nonlinear statistical mechanics off equilibrium are 
by no means restricted to those scale-invariant ones. 
If a structure with an intensive characteristics appears, 
the one most important subject with which the observer 
is concerned will be to identify the information associ­
ated with the structure as a whole. We have shown that 
the state with the least mean recurrence time is the one 
with the least irreversible decay rate under a reasona­
ble condition regardless of whether the corresponding 
structure is extensive or intensive. 

In conclusion, a prinCipal significance of the theorems 
proven is seen in the fact that the structure which the 
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observer employing an appropriate coarse-grained time 
unit for time measurement may regard as being in an 
asymptotically stable state is the one with the least ir­
reversible decay rate. The same statement has been 
argued to apply also to a nonlinear system even if it 
does not obey Markoffian kinetics. 6 Henceforth, given 
a nonlinear system arbitrarily off equilibrium, one 
realizes that the more stable structure which the ob­
server employing the coarse-graining may identify in 
the course of time evolution is the structure with the 
less irreversible decay rate. Such an observer regards 
the least irreversible decay rate as a selection rule 
available to a nonlinear system off equilibrium not yet 
subjected to the thermodynamic limit. This exhibits a 
distinct contrast to the thermodynamic second law as the 
selection rule in the thermodynamic limit. 

1For example, J. L. Doob, Stochastic Processes (Wiley, New 
York, 1953). 

2L. van Hove, Physica 21, 517 (1955). 
3R. W. Zwanzig, in Lectures in Theoretical Physics, edited 
by W. E. Brittin and ohters (Interscience, New York, 1961). 

4R. Graham, Springer Tracts in Mod. Phys. 66, 1 (1973). 
5K. Tomita and H. Tomita, Phys. Lett. 46 A. 265 (1973) and 
Prog. Theor. Phys. 51, 1731 (1974). 

6K. Matsuno, J. stat. Phys. 11, 87 (1974). 
1K. Matsuno, Phys. Lett. 47 A, 99 (1974). 
8M. Eigen, Naturwiss. 58, 465 (1971). 
9N. G. van Kampen, Can. J. Phys. 39, 551 (1961). 
1~. Kubo, K. Matsuo, and K. Kitahara, J. Stat. Phys. 9, 51 

(1973). 
11H. Mori, Prog. Theor. Phys. (to be published). 
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It is shown that a stochastic. process can be viewed as a set of states (normalized positive linear 
functionals) over. an Abelian· C·-algebra. Alternatively, the -stochastic process can be associated with 
a set of representations of the algebra as a subalgebra of the (noncommutative) C·-algebra of 
bounded operators in a Hilbert space. Then, an operator equation can be associated with every 
stochastic equation in some general conditions. The formalism is applied to Brownian motion. Then, 
we study the nonrelativistic motion of a single particle in stochastic electrodynamics, a theory which 
has been' proposed as a possible alternative to quantum mechanics. The equations of motion, which 
are derived, coincide with the basic ones of quantum mechanics. The differences between this theory 
and quantum mechanics are summarized. 

INTRODUCTION 

The motive for the present paper is the attempt to 
give an answer to the following question: Is a classical 
theory of the microworld possible? For many years, a 
negative answer was given to this question on the basis 
of von Neumann theorem against hidden variables in 
quantum mechanics. It is now clear that the theorem 
does not answer the question, which is therefore open. 1 

What seems almost sure is that if a classical theory of 
the microworld is possible, it must be a stochastic one. 
Here, classical theory means that every material sys­
tem can be described by a set of variables, every' one 
having a well-defined value at any time. Stochastic 
theory means that the laws of motion cannot be exactly 
stated, so that stochastic hypotheses must be made about 
it, with the result that the equations of motion become 
stochastic. 

Many attempts have been made to derive quantum 
mechanics from classical stochastic hypotheses, but 
without real success until now2

• The difficulty might be 
that the mathematical techniques developed to deal with 
stochastic systems are not suitable for the specific sto­
chastic system which is -maybe -behind quantum me­
chanics. The problem can be approached in just the op­
posite direction, i. e., developing a quantum-like for­
malism to deal with general stochastic systems. This 
idea has been previously considered by Collins and 
Hall, 3 but the formalism has not been developed to the 
point of allowing the solution of actual stochastic 
problems. 

In the present paper, a general quantum-like formal­
ism is developed making use of the theory of Banach 
algebras. Then, it is applied to the classical stochastic 
problem best known in physics: Brownian motion. After 
that, the formalism is used to study stochastic electro­
dynamics, a theory which seems the best candidate to be 
a classical alternative to quantum mechanics. 4 Aside 
from the interest that the formalism has by way of an­
swering the fundamental question posed above, it may 
be useful in other branches of probability theory. 

I. ABELIAN C*-ALGEBRA OF A RANDOM VARIABLE 

The usual way to deal with a random variable is 
through its probability distribution, An alternative ap­
proach is the use of the moments of the distribution. In 
very general cases both approaches are equivalent, 
though the second one is the most interesting in phYSics 
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because it is closer to the experiments. In fact, most 
times the measurement process does not give the full 
probability distribution of a variable, but only one or a 
few of its moments (for instance, the mean and the 
standard deviation). 

Let X be a real random variable (i. e., one whose 
range is a subset of the set of real numbers). The mo­
ments of the probability distribution are the expectation 
values of the integer powers of the variable, and they 
will be written 

(X") = E[X"]. (1. 1) 

In stochastic problems it may be necessary to use func­
tions of X more general than the integer powers, so that 
we will consider the set, A, of all polynomials of X 
with complex coefficients. It is straightforward to endow 
this set with the structure of an involutive algebra (or * 
-algebra), which is Abelian (commutative). The expec­
tation value defines a lin~ar functional over the algebra, 
which is fully determined by the probability distribution. 
In very general cases, the functional also determines the 
probability distribution. Then, it follows that giving the 
probability distribution of a random variable is equiva­
lent to giving a linear functional over its associated 
*-algebra. 

As a Simple example, let us consider a discrete ran­
dom variable, X, whose range is the set of values xk 

(k= 1, 2, ... , n). It is rather trivial to verify that a re­
presentation of the *-algebra of (complex) polynomials 
of X can be obtained by means of diagonal matrices in 
such a way that the matr'x associated with the polyno­
mial j(X) EA is 

j(xJ 0 o 

F= 
o o (1. 2) 

o o j(xn ) 

Linear operations involving polynomials in X correspond 
to similar operations involving the associated matrices 
and the same is true for the product of two polynomials. 
Now, for a random variable, X, whose range is a finite 
set of n real numbers, every function of X can be identi­
fied with a polynomial of degree less than n. Therefore, 
the following result is obtained: The set of (complex) 
functions of a discrete random variable whose range is 
a set of n real numbers, is isomorphic to some subset 
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of the set of linear operators of a (complex) vector space 
of n dimensions. 

It is plausible to attempt an extension of this result to 
more general random variables. To do this, we make 
use of the following well-known theorem: A probability 
measure on a compact configuration space f) is a state 
(a positive normalized linear functional) over the Abelian 
C*-algebra, A, of complex continuous functions on!). 5 

This generalizes the statement previously made about 
the algebra of functions of a discrete random variable. 
We do not consider here the possible generalizations of 
this result but, in the following, we will assume without 
proof that a suitable Abelian C* -algebra of functions can 
be associated with any random variable of physical in­
terest, in such a way that the probability measure is a 
state over the algebra. 

Once the C*-algebra, A, of a random variable, X, is 
defined, and a state over A is determined by the proba­
bility distribution, the GNS (Gelfand-Naimark-Segal) 
construction allows one to find a representation of A in 
a Hilbert space If in such a way that 

(1. 3) 

where II/!) EH is a unit cyclic vector (we will use Dirac 
notation throughout) and 1T(f) is the operator onH asso­
ciated with fEA. Furthermore, the representation is 
unique up to unitary mappings. [The vector II/!) is said 
cyclic if the set {1T(f) II/!) ,f EA} is dense in H. ] 

As a simple example, let us consider again the case 
of a discrete random variable. The probability distri­
bution associates a nonnegative number Pk with every 
number xk of the range of the random variable. The ex­
pectation value of a function, f(X) EA, of the random va­
riable is given by 

n 

<t> =~ P'/(xh )· (1. 4) 
h=1 

It is obvious that this defines a linear normalized posi­
tive functional over A. n,e normalization corresponds 
to the condition that the sum of all probabilities, Pk' is 
unity. Equation (1.4) can be written in matrix form if we 
define the row matrix of the probabilities 

(pi =P1 P2 ···Pn , 

and a column matrix whose elements are all unity: 

1 

1 

1 

(1. 5) 

(1. 6) 

These matrices are written in Dirac notation in order to 
emphasize that they can be assumed to represent vectors 
in the (complex) Hilbert space of n dimensions. Then, 
Eq. (1. 4) is written, taking Eq. (1. 2) into account, 

(1. 7) 

As F is diagonal, it commutes with any diagonal ma­
trix S, so that we can also write 
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(1.8) 

The matrix S has been so chosen that (P I S-1 is the trans­
posed conjugate (Hermitian conjugate) of S 11). To do 
this, it is enough to choose S as the matrix whose ele­
ments are 

(1.9) 

where CfJ k are arbitrary real numbers. (The inverse of 
the matrix S so defined exists whenever all the probabili­
ties Pi are different from zero. If some of them were 
zero, we put it equal to E and take the limit E_ 0 at the 
end of the calculation. It is not difficult to see that the 
matrices (ljJl and II/!) are well defined in this limit). Now, 
IljJ)=SI1) can be considered a unit vector in the n-dimen­
sional complex Hilbert space and Eq. (1. 8) is a partic­
ular case of Eq. (1. 3). It can be seen that this construc­
tion of the Hilbert space for a discrete random variable 
agrees with the one of GNS 0 

In this example it is easy to see that: 

(1) Every real random variable fEA can be associated 
with a Hermitian operator 1T(f) on a Hilbert space H. 
(2) The set of probability distributions of the variables 
is determined by a unit vector II?) EH. 
(3) The range of the variable is the spectrum of its asso­
ciated operator [remember that 1T(f) can be represented 
by a diagonal matrix F whose eigenvalues are the num­
bers f(x k ). ] 

(4) The probability that f(X) takes on the value f(xk ) is 
equal to the square modulus of the projection of IljJ) into 
the subspace associated with the eigenvalue. 

The analogy of these results with the postulates of 
quantum mechanics is striking. It is enough to replace 
"real random variable" by «(Hermitian) observable, " 
"set of probability distributions" by "state of the sys­
tem," and "range of the variable" by "possible outcomes 
as a result of the measurement of the observable." It is 
to be noted that, here, each "set of probability distribu­
tions" Gorresponds to a "pure state" of quantum mecha­
nics (i. e., it is associated with a vector-rather than 
a density matrix-in the Hilbert space). 

It is straightforward to extend these results to systems 
of random variables. In fact, any system of random va­
riables can be reduced to a single one. If X; are random 
variables whose ranges are the spaces D" the set {X,} is 
equivalent to a single random variable whose range is 
the Cartesian product of the spacesD J" All the previous 
formalism is valid with small changes. In particular, 
the Hilbert space of the GNS construction is the tensor 
product of the Hilbert spaces of the individual random 
variables. As an example, let us consider two random 
variables: X with range {xu x2} and Y with range {yu Y2}. 
Any function f(X, Y) can be represented by the matrix 

f(XU Y1) 0 0 0 

F= 
0 f(xu Y2) 0 0 

(1. 10) 
0 0 f(x2, Yl) 0 

0 0 0 

It is obvious that the matrices associated with X and 
Y commute and also that every joint probability distri­
bution can be represented by a (cyclic) vector in the 
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Hilbert space of four dimensions. This is a particular 
case of a general property: The set of continuous func­
tions of a system of random variables defined in compact 
spaces is an Abelian C*-algebra, and every joint proba­
bility distribution corresponds to a state OVer the alge­
bra. The Abelian property of the algebra is related to 
the possibility of joint probability distributions, a rela­
tion similar to the one which exists in quantum mecha­
nics between the commutativity of observables and the 
possibility of joint probability distributions of the cor­
responding variables (which is usually called compati­
bility of the measures). Actually, not all observables 
commute in quantum mechanics, while only Abelian 
C*-algebras have been considered here till now. In the 
next section, it will be shown that noncommutative C*­
algebras appear in a natural fashion in the study of sto­
chastic processes. 

II. STOCHASTIC PROCESSES 

In this section a Hilbert space approach to stochastic 
processes is presented, which provides a tool for the 
solution of a wide class of stochastic equations. The re­
lation of this formalism with the standard representation 
of stochastic processes as curves in Hilbert space6 will 
be considered elsewhere. 

A stochastic process is a time -dependent family of 
random variables with the same range. (Only continuous 
processes will be considered here.) Then, according to 
the results of the previous section, the process can be 
viewed as a family of states over an Abelian C* -algebra 
A. It was shown that the states can be associated with 
vectors in a Hilbert space H, so that the stochastic pro­
cess is associated with a time -dependent "state" vector 
II/I(t» EH. This is an active (or "SchrCidinger") picture 
of the stochastic process. A more interesting, passive 
picture is defined in the following. 

The expectation value of any function f(X) EA of the 
stochastic process X(t) at time t is 

<t(X)t = (I/I(t) Ijll/l(t», (2.1) 

where jEj}J is the representative of f(X) EA, andj}J is 
the set of bounded operators on H. Note that a sufficient 
condition for the process X(t) being stationary is that the 
(unit) vectors 11/1(0» and 11f;(t» coincide up to a phase fac­
tor. As long as the state vector is assumed normalized 
at any time, it is possible to find some unitary operator 
U(t) acting on H such that 

1 I/I(t»= U(t) 11/1(0», (1f;(t) 1 = (1f;(0) 1 U(t)t. (2.2) 

Indeed, U(t) may be chosen in many different forms. It 
must be pointed out that the unitary operator may depend 
on the initial state. [In sharp contrast, in quantum me­
chanics it is asusmed that the evolution operator U(t) is 
the same for all inital states, which implies that linear 
relations are conserved by the evolution. It is not claim­
ed that this is true for stochastic processes in general. ] 
Now, from Eqs. (2.1) and (2.2) it follows that 

<t(X» t = (1f;(O) li(t) 11f;(O», i(t);: U(t)tjU(t). (2.3) 

It is not difficult to show that the set 

(2.4) 

provides a representation of the C*-algebraA in the 
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Hilbert space H. Therefore, the stochastic process can 
be viewed as a family of representations of its associ­
ated Abelian C*-algebra in a Hilbert space. Further­
more, the vector 11f;(O» EH defines a state over the (non­
commutative) C*-algebraj}J. The probability distribution 
of the stochastic process at any time t is determined by 
the restriction of this state to the subalgebraA t cj}J • 
This represents the passive (or "Heisenberg") picture of 
the process. It must be pointed out that, although each 
algebraAt is Abelian, the elements of different algebras 
do not commute in general. 

At this moment it is possible to define the derivative 
of the operator x(t) as the limit 

:'(t) ;: l' x(t + ~t) - x(t) eM x 1m ~t ,fl, 
t-O 

(2.5) 

provided that this limit exists. The existence of the 
limit implies that a suitable choice has been made of the 
operators U(t), which were not uniquely determined by 
Eq. (2.2). The important property of the operator i(t) 
is that it can be associated with the derivative of the sto­
chastic process X(t) in such a way that the following re-
1ation is fulfilled: 

did A I dt (f(X)t=(1/J(O) dlf(x(t)) 1f;(0». (2.6) 

Here, the derivative of any power of x is given by 

i£(x(t)n) = ~ x(t),;(t)x(t)n-J-l;: nS(£xn-l ), (2.7) 
dt ,.0 
where S (symmetrizer) means the average of all mono­
mials obtained by rearranging the operators in all pos­
sible orderings. 

After that, we have a general method for dealing with 
differential stochastic equations. A stochastic equation 
is some functional relation between several stochastic 
processes and its derivatives. By introducing auxiliary 
processes every equation can be written as a set of first 
order equations. We will assume that all these can be 
put in the following form: 

(2.8) 

where Xl(t), ••• , Xn(t) are stochastic processes, and the 
g, (j = 1, ... ,n) are some (given) functions which map the 
Cartesian product of the ranges of Xl'" Xn onto the range 
of Xi" Now, the set of processes can be considered as a 
single process, a result similar to the one obtained for 
random variables at the end of Sec. I. Therefore, the 
set of Eqs. (2.8) can be written as the single equation 

X(/) =g{X(t)), (2.9) 

where g is some function of the range of X onto the range 
of X. This relation means that the processes X and g{X) 
have the same range and the same probability distribu­
tion at any time. This implies that, for any function 
f(X) EA, the following relation holds: 

<t(X» t = <t(g{X))t. (2.10) 

Taking Eq. (2.3) into account, it is seen that Eq. (2.10) 
is fulfilled if we assume 

;(t) = g(x(t» , 

provided that we use the vector 11f;(O» in order to calcu­
late the expectation values of functions of x or g{~). In 
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summary, the stochastic equation can be written as well 
as an equation involving time -dependent operators on a 
Hilbert space. The initial conditions on the stochastic 
equation are usually given as a set of relations involving 
the initial probability distributions of the processes. In 
the quantum-like formalism, this amounts to determin­
ing the operator x(O) E/h and the state vector 1lJi(0» EH. 
It seems that all these results could be generalized to 
stochastic equations more general than Eq. (2.8), and 
this will be assumed without proof in the following. 

In many cases, stochastic equations relate some un­
known stochastic processes with other processes which 
are known from the beginning. The most important of 
th~se are the stationary Gaussian processes, which are 
considered in the following. We define a stochastic pro­
cess Z (t) as stationary if its probability distribution is 
the same at all times and the new process 

Y(r) = Z(t + r) - Z(t) (2.11) 

depends on r but not on t. In the quantum-like formalism, 
a Hermitian time-dependent operator z(t) must be as­
sociated with the process Z(t) and another one, y(r), 
with Y(r). The operators fulfil an equation Similar to Eq. 
(2.11). A Gaussian distribution is obtained for Y(r) if 
two adjoint operators y.(r), i(r) are defined such that 

y.(r) + yjr) = y(r), (2.12) 

(lPlyJT) =Y.(T) IlP)=O, [Y.(T), Y-<T)]=f(T). (2.13) 

In fact, it is well known from the quantum theory of the 
harmonic oscillator that Eqs. (2.12) and (2.13) give rise 
to the following probability distribution for the random 
variable Y(T) , 7 

p(Y) = [21Tf(T) ]-1/2 exp[ - Y2/2 f(T)]. (2.14) 

The function f(T) can be easily related to the power spec­
trum of the process Z(t). In fact, the square mean of 
Z(t+T) -Z(t) is, by Eq. (2.14), 

f(T) = ([Z(t + T) - Z(t)]2) = 2(Z(t)2) - 2(Z(t)Z(t+ T». (2.15) 

Here, the (ensemble) average (Z(t) Z(t + T» is the cor­
relation function of the stochastic process, which is in­
dependent of t for a stationary process. [It has been as­
sumed that Z(t) has zero mean, which can be made with­
out loss of generality. ] The correlation function is re­
lated to the power spectrum G.(w) through the Wiener­
Khintchine theorem 

(Z(t) Z(t + T» = i,~ G .(w) COSTW dw. (2.16) 

Hence, the function f( T) is related to the power spectrum 
of Z (t) as follows: 

f(T)=2fo~G.(w)(1-cosTw)dw. (2.17) 

It is useful to define a new operator function u(w) which 
is the Fourier transform of z(t), i. e. , 

u(w) "'(2rr)-1 i:z(t) exp(-iwt) dw, u(-w)=u(w)t, (2.18) 

where the last equality is a consequence of z(t) being 
Hermitian. NOW, instead of Eqs. (2.13), we postulate 
the following ones, which will be proved to' imply the 
former: 
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The function sgn w is included to assure that the right­
hand side of Eq. (2.19) chages sign with the interchange 
w- w', as the left-hand one does. After that, two (non­
Hermitian) operators can be defined by 

z.(t) = ;;'OOu(w)exp(iwt)dw, z_(1) = l~u(w)exp(iwt)dw, 
(2.20) 

such that the following relations hold: 

(lP I z_(t) =z.(t) 1lJ!) = 0, 

[z.(t) , z.(t')] = [zJt), z-<t')] == 0, 

[z.(t) , z-Ct')] = fo 00 G .(w) exp[iw(t - t')] dw, 

z.(t) + z-Ct) = z(t). 

(2.21) 

These equations, which can be easily derived from Eqs. 
(2.18) to (2.20), fully characterize the stationary Gaus­
sian stochastic process (with zero mean) Z(t) in terms 
of its associated operator z(t). It is trivial to show that 
these equations imply Eqs. (2.13) if we identify 

(2.22) 

Actually, Eqs. (2.18) and (2.19) or Eqs. (2.21) contain 
more information than Eqs. (2.11), (2.12), (2.13), and 
(2. 17) because they imply that the Fourier components 
of the process Z(t) are independent, besides being Gaus­
sian. These two properties will be conSidered to define 
the stationary Gaussian processes from now on. 

III. BROWNIAN MOTION 

The theory of Brownian motion started in 1905 with 
the work of Einstein, who studied the motion of a 
Brownian particle in ordinary space in absence of 
forces. The forces were included in 1908 by Smoluchow­
ski. This theory is imperfect in the sense that it intro­
duces infinite velocities, a difficulty which was elimi­
nated by Uhlenbeck and Ornstein in 1930 by developing 
the theory with the space of coordinates and velocities. 
Our purpose here is to illustrate the use of the quantum­
like formalism in a typical example involving continuous 
stochastic processes. Therefore, we will study the sim­
plest nontrivial case, i. e., the Einstein -Smoluchowski 
theory in one dimension. 8 

We begin by considering Brownian motion in the ab­
sence of forces. The physical assumption is that Brown­
ian motion is a limiting case of the problem of random 
steps. This assumption leads to the result that if the 
particle is at point z at time t, the probability density at 
time t' will be 

p(Z', t';z, t) = (4D1T It - t' 1)-1/2 exp[ - (z - z'W 4D! t - t' I], 
(3.1) 

where the constant D is called diffusion coefficient. In 
order to apply the formalism of the preceding section, 
we compare Eq. (3.1) with Eq. (2.14). It follows that 

f( T) = 2D IT! , 
so that the power spectrum of the stochastic process 
Z(t) is, taking Eq. (2.17) into account, 

G .(w) == 2D/rrw2
• (3.2) (lPlu(-w)=u(w)IlJ!)=O if w> 0, 

[u(w), u(w')] = G .(w) sgnw6(w + w'). (2. 19) The stationary Gaussian stochastic process with this 
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power spectrum is called Wiener process. In the quan­
tum-like formalism its properties are stated by Eqs. 
(2.21), whence it follows, taking Eq. (3.2) into account, 

[~+(t), 2-<t')] = (2D/7r) 10 00 exp[iwU - t')] dw 

= 2Dl5(t - 1') + (2Di/7r) P (t - t,)-l, (3.3) 

where P means principal part. As a matter of fact, only 
the real part of the commutator is important because it 
fully characterizes the probability distribution of the 
process yeT) at each time (although not the joint proba­
bility distribution at two times) and this is all which is 
needed in the following. 

The study of Brownian motion in the presence of forces 
is based in the following physical assumption: An ex­
ternal force I(x) gives rise to a drift velocity propor­
tional to it, which must be added to the random velocity. 
This can be written in terms of operators as follows: 

(3.4) 

where mf3 is some constant (written this way to agree 
with standard notation) and 2(t) is the operator associ­
ated with the random velocity, which is characterized 
by Eqso (2.21) and (3.3). Equation (3.4) is the operator 
counterpart of Langevin equation, and should be con­
sidered the "Heisenberg equation" of Brownian motion. 
It is a differential equation involving time-dependent op­
erators, as is the equation of Heisenberg in quantum 
mechanics. 

It is not easy to solve Eq. (3.4) in general with the 
quantum-like formalism. (Later on, we will derive from 
it a Schrodinger-type equation which is more practical. ) 
Therefore, we will study a simple illustrative example 
in which the solution is possible: the Brownian particle 
in an oscillator well. In this case, the external force 
I(x) is given by 

I(x) = - kx. (3.5) 

Then, Eq. (3.4) can be written 

ax(t)/dt=2(t) -ax(t), a :k/mf3. (3.6) 

This equation is easily integrated to give 

x(t) = exp( - a t) (ft~ i (T) exp( aT) dT + x(to) exp(a to) ). (30 7) 

It is possiqle to def!ne two adjoint operators x.(t), x_U) 
related to i.(t) and 2-<t) by equations similar to Eq. 
(3.7). Let us assume that the Brownian particle is at 
point Xo at time to' This initial condition is easily in­
corporated into the formalism by writing 

(308) 

which imply that the particle is at point Xo at time to with 
probability one [as Eqs. (2.12) and (2.13) imply Eqo 
(2.14)]0 From Eqso (3.3), (3.7), and (308) it follows 

[x. (t) - (xol2) exp(ato - a t)] II/!) 

= (I/! I Lx-Ct) - (xo/2) exp(a t - a to)] = 0, 

[x.(t) , xJt)]=(D!a)[1-exp(2ato -2at)], t> to. 
(3.9) 

These equations mean that the probability distribution 
is Gaussian at all times, the center approaches expo­
nentially to the origin (the position of lowest potential 
energy) and the dispersion increases up to D/a. This is 
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the well-known solution of the problem of a Brownian 
particle in an oscillator potential. 8 This example demon­
strates both the power of the quantum -like formalism 
and its limitations. One of these is that some initial con­
ditions might be very difficult (or even impossible) to in­
corporate into the formalism. This would be the case if 
the initial probability distributions were not Gaussian. 

Let us consider now the general solution of the sto­
chastic equation whose operator couterpart is Eq. (3.4). 
This equation can be used to derive the evolution of the 
expectation values of the observable quantities. For ex­
ample, the observable (random variable) X(t)" has the 
operator xU)" associated with it. The time· variation of 
this operator is given by 

ax"/ dt = nS(x"-li) = nS(x"-12) + (m{3)-lnx"-l/(x). (3.10) 

The symmetrizer S is introduced to take into account the 
possible noncommutativity of x(t) and }(t) or xU) and 
2(t) [see Eq. (2. 7) J. On the other hand, x and I(x) obvi-
0usly commute. The evolution of the expectation values 
is given by 

d(X")! dt = (I/! I dXn/ dt II/!) =n(1/! I S(X"'l~) I I/!) 
(3. 11) 

The first term of the right-hand side can be changed to 
a more useful form by USing the operators 2. and t: 

" n(I/!IS(Xn-1~)II/!)=.0(l/!lxj-1(2. +iJx"-JI I/!). (3.12) 
J.1 

Now, the operator ~. must be carried to the right of each 
bracket and the operator ~_ to the left, in order to make 
use of the second Eq. (3.3). Hence, assuming that the 
commutator of x and ~. is a number (which will be 
proved later), we have 

(I/! IS(X"-l~) II/!) == (n - 1)(1/! I xn- 2 11/!) ReL~.(t), x(t)J. (3.13) 

It remains to calculate the real part of the commuta­
tor ri.(t), x(t)]. To do this, let us assume that it is some 
function gU, t'). Then it follows 

R [~(t) ~(t')J = ag{t, t') e z. ,x at" 

ReU.(t),j(x(t'»J == ~g{t, t'); 
whence, taking Eqs. (3.3) and (3.4) into account, 

2Dl5(t - t')=Re[2 (t), 2(t')J= ag{t, t') +.:i...tt t') (3.14) • at' ax ~\, • 

In order to integrate this equation, the integration con­
stant is fixed by the following causality condition: It is 
assumed that the real part of the commutator of xU') 
and 2.(0 is zero for t' < t. This is related to the fact 
that, when we folloW the evolution into the future, the 
pOSition at a time is independent of the stochastic velo­
city at later times. (The opposite would be true if we 
were interested in following the evolution into the past. ) 
So, the solution of Eq. (3.14) is 

Re[,~.(t), x(t')] == 2DB (t' - t). (3.15) 

This is valid up to times t' slightly later than t. If t' » t 
the last term of Eq. (3.14) should be taken into account. 
At time t' = t, the step function e{t' - t) must be defined 
to take the value 1/2. It is not necessary to calculate the 
imaginary (anti-Hermitian) part of the commutator 
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[~'<f), x(t)] {which is just i[~(f), x(f)]}. We need only to 
assume that it commutes with x(f) in order to obtain Eq. 
(3.13). This is a simplifying assumption which amounts 
to fixing the integration constant of the imaginary count­
erpart of Eq. (3.14). After this, Eqs. (3.11), (3.13), 
and (3.15) lead to the following equation for the evolution 
of the observable quantities: 

dl.)(n) = Dn(n _1)l.)(n-2) + (m{3)-ln(Xn-lj(X). 
dt 

Hence, for any polynomial M(X), it follows 

d(M) =D(~M/ tJ(2) + (m{3)-llf(X)dM/ dX). 
dt 

(3.16) 

This equation holdS in both Schrodinger and Heisen­
berg pictures. Assuming now that we work in Schroding­
er picture and the coordinate representation, we have 

(l/J(t) I M(x) Il/J(t» = J dx dx'(l/J(t) I x)(x I M(x) I x')(x' Il/;(t» 

= J dxll/J(x, tWM(x). (3.17) 

After introducing the probability density p as the square 
modulus of the "wavefunction" l/J(x, t) = (x Il/J(t», this equa­
tion can be written 

.!£ J p(x, t)M(x) dx =D r ~M/ dx2p(x, t) dx dt ~ 

+ (m{3)-l J j(x) dM/ dxp(x, t) dx. 

As this is true for all M, it follows after a number of 
integrations by parts 

(3.18) 

This is the equation of Smoluchowski, which can be con­
sidered the "Schrodinger equation" of Brownian motion. 
Certainly, our derivation is not shorter than the usual 
ones with conventional techniques, but it illustrates quite 
well that the quantum-like formalism is suitable to deal 
with stochastic problems as classical as Brownian mo­
tion. Eq. (3.18) looks truly classical because only the 
square modulus, p(x, t), of the "wave function", l/J(x, t), 
appears in it, but neither this fact nor the opposite are 
essential for the quantum-like formalism presented in 
this paper. 

It is interesting to look at Eq. (3.18) from another 
point of view. We define the (Hermitian) operator 

p(t) = - im[~'<t) - 2Jt)J, (3.19) 

such that, from Eq. (3.15), we have 

2imRe[x(t), 2+(t)]=[x(t), p(t)]=i(2mD). (3.20) 

This is similar to the basic commutation relation of 
quantum mechanics provided that 2mD is identified with 
n. (This relation between the Planck constant and the 
diffusion coefficient has been considered in all attempts 
to reduce quantum mechanics to a Brownian-like sto­
chastic theory. 2) From Eqs. (3.4) and (3.20) it follows 
that the time derivative of the first Eq. (2.21) can be 
written 

2+(t) Il/J)=(v - (m{3)-lj(x) +ip/m) Il/J)=O, v=i(t). (3.21) 

[Hence it seems obvious that the momentum of the 

J. Math. Phys., Vol. 15, No. 11, November 1974 

1959 

Brownian particle cannot be identified with the operator 
p but, maybe, with p' '" (f"lj(X) - if,. Nevertheless, this 
is not quite correct because neither p' is Hermitian nor 
is Eq. (3.21) an operator equation.] In the SchrOdinger 
picture and the coordinate representation Eq. (3.21) is 
written 

~ 2DOl/J(x t) 
vl/J(x, t) = (m{3)-lj(x)l/J(x, t) - ax ' • (3.22) 

[Remember that Eq. (3.20) implies p=i(2mD)a/ox in 
the coordinate representation. ] Now, it is plausible to 
identify the probability density current j(x, t) with the 
real part of l/J*(x, t)vl/;(x, f), as in quantum mechanics. If 
this identity is made, Eq. (3.22) leads to 

j(x, t)=(m{3)-lj(x)p(x, f) _ DO~~, t), p= 1l/J12. 

The equation of continuity for the current so defined is 
just the equation of Smoluchowski, Eq. (3.18). 

IV. STOCHASTIC ELECTRODYNAMICS 

Stochastic electrodynamics is just classical electro­
dynamics with the hypotheSiS of a random background 
radiation in the whole space. 4 The line of reasoning 
which leads to the idea of background radiation is as 
follows. In space there are systems of charged parti­
cles-which will be called atoms-moving according to 
classical laws. Then, the atoms will be continuously 
radiating and some amount of radiation will be always 
present in space. If this is so, the radiation will act on 
the atoms and these will arrive at a state of dynamical 
equilibrium such that the rate of emission equals the 
rate of absorption. This may explain in a simple way the 
stability of atoms, without departing from classical 
theories. Once the existence of some amount of radiation 
in space is assumed, its spectral density is fixed by 
very general principles. In fact, the only spectrum 
which is Lorentz invariant is the one which associates 
a mean energy of nw/2 with each normal mode of the 
radiation. 4 The constant n measures the intenSity of the 
background radiation and it is identified with the Planck 
constant on experimental grounds. 

It must be pointed out that if other fields of force ex­
ist in nature besides the electromagnetic one, some 
background radiation of each type must exist. There­
fore, it would be better to speak of a general dynamical 
stochastic theory and not just about stochastic electro­
dynamiCS. The general theory will not be considered in 
the present paper, which deals with a simple example: 
the motion of a single charged particle in the presence 
of background radiation. 

The nonrelativistic equation of motion of a charged 
particle interacting with the background radiation is 

(4.1) 

where m is the mass of the particle, e its charge, and c 
the speed of light. The right-hand side of Eq. (4.1) re­
presents the total force acting on the particle. The first 
term is the (given) external force which is assumed to 
derive from a potential V(r). The second term is due to 
the electric field of the background radiation (the mag­
netic force is neglected in the nonrelativistic limit). The 
last term is the damping due to the reaction on the par-
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ticle of the radiation emitted by it. The electric field of 
the background radiation can be considered a stochastic 
process, which we assume Gaussian. The power spec­
trum of one of its components, say Ex. is fixed by 
Lorentz invariance, as was mentioned above. It is 
written4 

GE(w) = 2liw3/3 1Tc3
• 

From now on, we will work in one dimension for 
simplicity . 

(4.2) 

It is convenient to transform Eq. (4.1), because it has 
some unphysical solutions (for example, if E andfwere 
zero, a solution would be 

x=xoexp(t/T), 

which is absurd). It is not difficult to show that an equa­
tion which has the same solutions of Eq. (4.1) except the 
unphysical ones is the following (written already in terms 
of the operators associated with the stochastic processes 
which describe the motion): 

m~=m~ + 1oooj(x(t+Ts»exp(-s)ds, 

~(t);; e 10 00 
E(t + TS) exp(- s) ds, 

(4.3) 

(4.4) 

where 2(t) is the operator associated to the stochastic 
displacement. It is easy to show from Eqs. (4.2) and 
(4.4) that the power spectrum of the process Z(t) is 

G~(w)=mliT/[1Tlwl(1+T2w2)]. (4.5) 

Hence, taking Eqs. (2.21) into account, it follows 

== (iIi/m) exp[ - It - t' I iT]. (4.6) 

If there are no forces acting on the particle except those 
of the random background (i.e., f=O), then Eqs. (4.3) 
and (4.6) imply 

[x(t), ;(t)]=in/m+g(t,t), (4.7) 

where g(t, t') is any (maybe operator) function fulfilling 

a3g{t t') , -0 
afat' - . 

(4.8) 

With the choice g= 0, Eq. (4.7) becomes the familiar 
commutation relation of quantum mechanics provided 
that the momentum operator is defined by 

(4.9) 

The choice g= 0 produces a great simplification of Eq. 
(4.7) but it is by no means essential. For instance, we 
might be interested in the motion of a particle which at 
time to has a known position Xo and a known velocity Vo. 
In this case, 

x(to) =xo, £(to) = vo, 

so that 

[x(to) , £(to)]=O, g(to,to)=-ili/m. (4.10) 

Therefore, the present theory does not exclude the pos­
sibility of a simultaneous knowledge of the position and 
the velocity of the. particle (the question whether they can 
be actually measured is beyond the scope of the present 

J. Math. Phys., Vol. 15, No. 11, November 1974 

1960 

paper). Nevertheless, the theory resulting from Eq. 
(4.10) may become quite complex and the choice g=O 
may be unavoidable in practice. In this case, we are go­
ing to show that the baSic equations of the theory agree 
with the ones of quantum mechanics. In order to calcu­
late in general the commutator (x(t), ;(t)], we define 

G(t, t');; [x(t), x(t,)]. (4.11) 

Then, Eq. (4.3) leads to 

ma2100 (dJ) -~ ds dA G(t+TS, t')exp(-s) 
at 0 x t+T~ 

+£00 ds roo ds' (d~) (!!l.) G(t + TS, t' + TS') 
o Jo \"ax t+T~ dx t'+T~' 

=[2(t), 2(t')]. (4.12) 

The right-hand side is Singular for t=t' [see Eq. (4.6)]. 
On the left-hand Side, the most singular term will be the 
one with the highest derivative, which is the first one. 
Then, in the neighbourhood of t = t' we must identify 

[
...... a4G(t t') [" ., 
x(t), x(t,)]== at2at:2 '" 2(t), z(t')J, (4.13) 

whence Eq. (4.7) is obtained again, although in this case 
g(t, t') fulfils an equation more involved than Eq. (4.8). 
After this, the solution of particular problems might be 
accomplished by techniques similar to the ones used for 
Brownian motion in the previous section. Some results 
are rather trivial. For example, from Eq. (4.3) and the 
first Eq. (2.21) it can be obtained the following generali­
zation of the Ehrenfest equations, which includes the 
spontaneous emission: 

m~(1/!1 x(t) II/!)/ dt2 = 1000 
(I/! Ij(x(t + TS» II/!) exp(- s) ds. 

(4.14) 

Nevertheless, the solution of more general problems 
may become very difficult. 

A substantial Simplification is obtained in the limit 
T- O. This is equivalent to e- 0 or a;; e2/lic- 0 [see 
Eq. (4.1)], which is the same limit considered in going 
from quantum electrodynamics to ordinary quantum me­
chanics. Therefore, in this limit we must obtain an al­
ternative to quantum electrodynamics. In the limit e- 0, 
Eq. (4.3) is simply written 

m~ = f(x(t));; - dV(x)/ dX, (4.15) 

and this plus Eq. (4.7) (with g= 0) is all which is needed 
to solve any problem of the motion. These two equations 
agree completely with those of elementary quantum me­
chanics. In fact, it is not difficult to prove that they are 
equivalent to the familiar ones of the Heisenberg picture 
of quantum mechanics [taking the definition Eq. (4.9) 
into account]: 

[x(t), p(t)] = iii, dM/dt=(i/n)[H,M] + a~ 
(4.16) 

H;;p(t)2/2m + V(x(t», M;;M(x(t), p(t), t). 

Although these equations are the basic ones for both 
quantum mechanics and stochastic electrodynamics 
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(this one in the limit e- 0) these theories are not fully 
equivalent. Aside from possible differences in domains 
which have not been considered here (for instance, many 
particle systems and relativistic motion), a prime dif­
ference is that Eqs. (4.16) have been derived only for 
charged particles, whilst quantum mechanics postulates 
them for all particles, charged or neutral. This diffi­
culty is not as big as it seems because the random mo­
tion of the particles, which is the physical idea behind 
the equations, is a consequence of the coupling between 
the particles and the random background radiation. It is 
probable that the equations can be derived independently 
of the nature and the strength of the coupling provided 
that this is small. [Note that Eqs. (4.16) have been here 
derived in the limit e- 0, which physically means a very 
small, although not strictly zero, electrostatic coupl­
ing. J In the following, we consider more specifically the 
differences between the predictions of stochastic and 
quantum electrodynamics for the nonrelativistic motion 
of a single charged particle in a static potential in the 
limit e- O. In this case, quantum electrodynamics be­
comes ordinary quantum mechanics (QM) and stochastic 
electrodynamics leads to the theory just developed, 
which will be called 8M (stochastic mechanics) for short. 

In some sense, 8M is more general than QM. In fact, 
Eqs. (4.16) have been derived after some arbitrary 
postulate was made, namely g=O in Eq. (4.7), while in 
QM those equations are the basic ones. A consequence 
of the restrictions imposed on 8M by the additional pos­
tulate is that only some probability distributions in phase 
space can be given as initial conditions. This eliminates, 
in particular, probability distributions violating the 
Heisenberg uncertainty relations, a constraint which is 
not inherent to stochastic electrodynamics. The problem 
of associating probability distributions in phase space 
with vectors in the Hilbert space is not trivial. As is 
well known, 1 this problem cannot be solved in quantum 
mechanics (i. e., there is no rule compatible with all the 
postulates of quantum mechanics which allows a proba­
bility distribution in phase space to be associated with 
every state-vector). In sharp contrast, the problem 
must have a solution in stochastic electrodynamics, this 
one being a fully classical theory. As a guess (which will 
be justified in subsequent papers9), we postulate that the 
probability distribution associated with a state vector 
I </J) is such that the expectation value of any (polynomial) 
function M(X, P) of the position coordinate and the mo­
mentum of the particle is given by 

(M(X,P» = (</J I SM(x, fj) I z/;), (4.17) 

where S is the symmetrizer defined in Eq. (2.7). It is 
easy to see that this fully determines the probability dis­
tribution associated with the state vector I If). It must be 
emphasized that not every vector gives rise to a (posi­
tive definite) probability distribution fulfilling Eq. (4.17). 
On the other hand, there are (many) state vectors which 
have this property. For example, it can be shown9 that 
all Gaussian wavepackets fulfil this condition. 

In another sense, QM is more general than 8M, be­
cause in QM every vector of the Hilbert space is as­
sumed to correspond to a possible state of the motion 
(actually, experimental evidence has forced the elimi­
nation of some vectors in special cases giving rise to 
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"super-selection rules"), while in 8M only those vectors 
which can be associated with probability distributions in 
phase space represent physical states. In other words, 
states are represented by probability distributions in 
phase space in SM and by vectors of the Hilbert space in 
QM. There is a subset of the (projective) Hilbert space 
which corresponds one-to-one to some subset of the set 
of probability distributions in phase space. Only if all 
states needed to interpret the experiments belong to this 
subset will the predictions of 8M and QM agree. This 
gives, in principle, a procedure to test experimentally 
SM versus QM. In the particular domain considered in 
the present paper-a single charged particle in a static 
potential-it seems very probable that no experiment 
test of QM can be performed. On the contrary, we must 
analyze whether the most significant experiments may 
also be interpreted by SM. A remark must be made be­
fore. Until now, only pure states have been considered. 
In QM mixed states are also defined, with which density 
matrices (rather than vectors) are associated. It seems 
very probable that this can also be made in 8M and we 
do not consider it any more. 

Most experiments in the atomic domain are related to 
scattering or spectroscopy. The scattering experiments 
are studied in QM by means of wavepackets. The pre­
dictions of SM will coincide with the ones of QM if (a) all 
wavepackets needed to represent the initial conditions of 
the scattering are physical according to 8M [1, e., they 
can be associated to probability distributions in phase 
space through Eq. (4.17)] and (b) each one of these wave­
packets, which represents a physical state at time to, 
remains a physical state at times t> to. Before studying 
these points in detail (which will not be made in this 
paper) it is not possible to say whether the predictions 
of SM agree with those of QM for scattering experi­
ments. In some cases, the possibility of interpretation 
according 8M seems difficult in an intuitive basis. In 
fact, it is not easy to imagine how the action of the back­
ground radiation may influence the motion of a particle 
to give rise to a wave-like behaViour, such as the one 
observed in the scattering of electrons by crystals. A 
possible intuitive explanation is that some paths of the 
electron in the periodiC potential of the crystal are much 
more probable than the other ones, due to a resonance 
between the motion of the electron and some normal 
modes of the background radiation. This idea has some 
Similarity with the hypothesis of de Broglie about the 
guidance of particles by the associated waves. The dif­
ference is that in stochastic electrodynamics there are 
no matter waves, just electromagnetic radiation. 

In order to analyze a spectroscopic experiment let us 
consider the absorbtion of light by an atom. Actually, 
the absorbtion of light cannot be studied with the equa­
tions previously derived, but assuming that Eqs. (4.16) 
can be also derived in 8M for time-dependent Hamilton­
ians, we would have an approximate theory equivalent to 
the semiclassical theory of radiation of QMo With these 
conditions, the probability distributions of the coordi­
nates and momenta of the electrons change according to 
Eq. (4.16) and this is all both QM and SM predict about 
the atom. For example, in the electric dipole approxi­
mation, the absorbtion of radiation produces a change of 
the mean dipole moment of the atom, which is given by 
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e(1/I I ret) 11/1). In particular, it may not be necessary to 
assume the existence of excited stationary states, which 
may not be physical according to SM. In other words, in 
QM all solutions of the eigenvalue equation 

(4.18) 

are associated with phYSical states, but in SM this is not 
the case, for it is not possible in general to find a (non­
negative) probability distribution associated with every 
I ct> J)' In SM only the differences between pairs of eigen­
values of Eq. (4.18) have a direct physical meaning: 
They represent some characteristic frequencies for the 
motion of the particle in the potential in resonant inter­
action with the background radiation. The eigenvectors 
of the Hamiltonian operator are only needed as a prac­
tical aid for the solution of the Heisenberg equation of 
motion, but it is possible that all experiments may be 
interpreted without assuming that all these vectors re­
present physical states. Obviously, a more careful anal­
ysis of the significant experiments is needed. 

Finally, let us analyze another difference between 
SM and QM related to the presence of the symmetrizer 
Sin Eq. (4.17). This has far-reaching consequences for 
the expectation values. For instance, consider the en­
ergy of the ground state. In QM the ground state of the 
particle is represented by the eigenvector of Eq. (4.18) 
which has the lowest eigenvalue. Probably it can be 
shown that in SM a (nonnegative) probability distribution 
can be associated with this eigenvector for any potential, 
in which case, this will represent a phYSical state. The 
corresponding eigenvalue represents the mean energy of 
the state in both QM and SM, but there is a difference 
between these theories in that the energy is not sharply 
defined according to SM. In fact, theA operator Aassociated 
with the square of the energy is not H2, but S(H2) accord­
ing to Eq. (4.17). This can be written 

(4.19) 

where the last equality can be. derived by repeated use 
of the commutation relations. Hence, the dispersion of 
the energy of a state is given by the square root of 

D.E2 == (I/! I S(H2) II/!) - (I/! I H 11/;)2 = (I/! I H211/!) - (1/1 I H 11/;)2 

+(lz2!2m)(l/;ltfV/dx2 11/!), (4.20) 

and only the last term remains for the ground state. An 
obvious necessary (but not sufficient) condition for a vec-
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tor II/!) to represent a physical state is that the right­
hand side of Eq. (4.20) be nonnegative. It should be 
noted that a dispersionless energy would be compatible 
only with probability distributions in phase space which 
vanish outside the energy surface, which would be a very 
strong restriction. 

As a summary, the present derivation of the quantum 
postulates in a limited domain does not prove that the 
full quantum theory can be replaced by a classical sto­
chastic one, but it seems that this possibility must be 
conSidered seriously. It is obvious that many problems 
remain. It would be necessary to generalize the theory 
to systems of particles (both charged and neutral) and 
to relativistic motion, and also to develop a general 
theory of stochastic fields. Besides, the interpretation 
of experiments according to the theory should be care­
fully studied. All this will be dealt with elsewhere. 
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The analytic noncharacteristic problem for the existence of a spacelike isometry in vacuum 
space-time, given its existence on the hypersurfaces, on the Cauchy data, is posed and solved '.\lSing 
the ADM equations. The timelike case is also solved. In both cases the isometry will locally exist. 

I. INTRODUCTION 

Isometries in general relativity have proved to be 
useful in finding exact solutions and in classifying 
space-times. The Cauchy problem for isometries has 
not, to our knowledge, been studied although it is of 
some relevance and inherently of interest. It would, 
when solved, give the conditions for a space-time to 
posses a local isometry once an isometry is detected 
on the Cauchy data: An isometry at each of two in­
finiteSimally close hypersurfaces would, under certain 
conditions, imply the existence of a local isometry on 
space-time. 

Cosmological observations could be related to this 
problem if the Cauchy hypersurfaces are characteristic: 
E. g., we know the universe to be, on a large scale, 
homogeneous and isotropic on our light cone; we could, 
if the proper conditions are satisfied, conclude it to be 
homogeneous and isotropic on space-time and thus get 
at the Robertson-Walker metrics. For spacelike hyper­
surfaces the result would be mathematically relevant, 1 

possibly useful when performing calculations about the 
metric's evolution, and related to noncosmological ob­
servations. In both cases the calculations involved in the 
proofs of the theorems could be starting points for the 
calculation of the evolution of, e. g., small anisometries. 

The related problem of the existence of a timelike 
isometry above a hypersurface, given its existence 
below it, has been solved. 2 It was necessary to rule out 
shock waves for the isometry above the hypersurface to 
exist so that for a general metric1 C the conclusion that 
the isometry exists above the hyper surface is not true. 
To rule out such shock waves, we impose the condition 
of analyticity. The necessary conditions for the result 
remain to be found. 

We use the ADM equations of evolution, as written in 
terms of Lie derivatives which we found to be well suited 
for the treatment of, in vacuum, the evolution of iso­
metries from spacelike hyper surfaces. The charac­
teristic Cauchy problem requires a different method. 
Our method was also not appropiate for lightlike iso­
metries. 

In Sec. II we briefly review the ADM equations of 
evolution and constraint, set the notation, and project 
spacelike Lie derivatives onto space like hypersurfaces; 
in Sec. III we derive the evolution equations for the 
isometry and solve the equations impOSing conditions, 
explained in Sec. IV, which define the Killing vector 
field outside the initial hypersurface, completing the 
result for spacelike isometries in a theorem. The time­
like case is treated in Sec. IV. 
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II. EVOLUTION AND LIE DERIVATIVES 

The ADM equations of evolution and constraint3 •
4 in 

empty regions of space-time can be written in a geo­
metrical fashion appropriate for the treatment of 
isometries in terms of Lie derivatives ass 

atgi; =NKIJ + L Xg'J' (1) 

a ~ij =NS,j - 2NR ij + 2(HessN)ij + LxKii' (2) 

(K' , giJ - Kii);} = 0, (3a) 

and 

(3b) 

In this paper g'J is the metric on the spacelike hyper­
surfaces labelled t = const, all Latin indices (i, j, k, ... 
= 1, 2, 3) are raised and lowered with it and covariant 
derivatives are taken with respect to it. Any four-di­
mensional tensor, or component of one, not clearly 
four dimenSIonal, will be labelled by a 4 (e. g., 41), 1)"', 

1)0, 41)k, Top 4TIJ' Too) and Greek indices run from 0 to 
3. N is the lapse function, Xi the shift vector, 6 KIJ 
= 21)", ;Bojo~ is twice the spatial projection of the usual 
extrinsic curvature of the t = const hypersurfaces with 
1)" the normals, RIJ is the Ricci tensor of giJ and R 
=R',. Also, 

SI} =KIlK' J - ~(g IkK,k)K IJ , 

(HessN)iJ =N. ;;i' 

(4a) 

(4b) 

and LMP'i' for any Mk and PIJ' is the lie derivative of 
Pjj with respect to M\ LMP,j=Pij.kMk+PikMk.i 
+PkJMk.,. The metric is 

g",Bdx'" dxB=(x' Xi -JVl-)df + 2Xj dx'dt+ gjjdxidxJ• 

( 5) 

Equations (3) are constraints which hold at all times if 
they hold initially by virtue of the Bianchi identities, 
and Eqs. (1) and (2) are the evolution equations. 

Now, the Lie derivative of a four-dimensional tensor 
P ",s may be written as 

L4'lf Paa=P ",a.y 1)Y +P",y1)Y .a+ P ys1)Y.", 

= P ",6.01)° + PolO 1)°.B + P (81)°.a 

+ P ",B.k41)k + P "'k41)k.6 + P kB 41)~a' 

so that 

( 6) 

We will identify 41), and 1) j, since the covariant spatial 
components of a four-tensor is a three-tensor on the t 
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hypersurfaces. 3 Similarly for any other tensor [such an 
identification is used in writing (1)- (3)]. We next find 
the relation between 411- and 1111. We have3 

411 II = .$kJT/J + gkOT/o = (g"i - XIIXI/NJ)T/J + (XII /NJ}rJo 

and 

110 =goo1l0 + XI 4111 = (X.xll 
- NJ}1J° 

+ X! [(gfi - XIXI /NJ)1) J + (XI/NJ}1Jo], 

so that 

41)k=1)"_X~0. (8) 

Then, if we impose, as we shall later do for the space­
like case, 1)0 = 0, (7) gives us 

L 4n4P IJ=LnP I/' 

and (6) gives 

(9) 

L 4n POI = Pol ,lIT/k + P I,,1)",o + p,,01)k ,I 

and 

(10) 

L 4nPoo = Poo ,,,1)k + P ok1)k ,0 + P l/01)k,o 

Similarly, we would also have 

(11) 

L pOo = p00 1)k. (12) 
4" t~ 

Notice that then if (9) and (12) are zero, we will have, 
after a short calculation, ifgD°*O, thatL ngoo=O' 

4 

III. EVOLUTION OF ISOMETRY: SPACELIKE CASE 

We will choose a coordinate system off the initial 
hypersurfaces such that gil and KII determine whether 
there is an isometry. If we start with two spacelike 
Killing vectors at t = 0 and t = dt but not lying in these 
hypersurface, we may find two hyper surfaces xO' = 0 and 
xO' = dxfY where they do lie, and by a change of coordi­
nates call these the t = 0 and t = dt hypersurfaces and get 
the Cauchy data there. The coordinate system we shall 
construct will be such that T/o = 0 so that the vector field 
1)'" will have integral curves lying on the hypersurfaces 
t = const. This will be made clear in the next section. 
Let us here take it as given and see what (1) and (2) 
predict. 

We first commute Ln with the time derivative opera­
tors. For any three-tensor P iJ , 

L nCa ~jj) = 0 t(Ln Pii) - [Pi}.P t1)lI) + Pik(O t 1)k) ,J + Pili ° t T/ II»), 
(13) 

so that 

L n(OtPlj)= 0t(Ln P /) - L iltnPW 

We also use7 

and 

Ln+y= Ln + Ly· 

(14) 

Then, from (1) and (2), after taking Lie derivatives, we 
obtain 

G t(L 71 g/J) = (Ln N)K/J + (LnKI/)N 

(15) 
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and 

+NLn(Sli - 2R li ) + L X(LnKI) + LIn ,x'l+iJtnK/J' 

(16) 

Hence, choosing T/ on the hypersurfaces by (we shall see 
exactly how in the next section) 

(17) 

and 

[T/,X] + GtT/ =0, 

we will have 

(18) 

and 

(19) 

Gt(L nK/I)= L(N. I ) +N Ln(SIJ - 2RIJ) + Lx(LK/J)' 

(20) 

It will be clear, from Appendix A, that the first two 
terms of (20) are homogeneous in Lng iJ or L .Kii and 
have a term in L n N which by (17) is zero. Let us call 
these terms H iJ' It is shown below that if Lng Ii = L n K Ii 
=0 at t=o, they will remain, if analytiC on t, zero on 
a neighborhood of t=O. Of course, from (19) we see 
that this is equivalent to setting L71 g /j = Gt(Lng/j)=O on 
t=O, since Lx(Lngij) must be zero on t=O as it is an 
internal derivative on t = O. Notice that 

so that two infinitesimally close Killing T/' s on two in­
finitesimally close hypersurfaces are given by L 71 gli = 0 
and Gt(Ln g 1/)=0 on t=O. Now for the demonstration 
that Lngll remains zero. 

At [=0, Hi} is zero as it is homogeneous in terms 
which are zero. Lx(Lngll or L.KiJ)=O as Lx involves 
operations on t=O and Lx(O)=O. Thus, from (19) and 
(20), on t=O, 0t(Lg/J)=Ot(LnKi/)=O. Then since 
(o~fi)(O) must be zero, as it involves terms inLngll or 
LnKli or 0t(Lng/j) or 0t(LnK/j) which are all zero, if 
we take 0t of (19) and (20) we obtain 

o~(Lg/J) = (0 tN) LKii + N 0 t(L"K ji ) (21) 

+ L x(o t(L ngii» + LiltX (L ngii) 

and 

(22) 

so that o~(Lng/j)=o~(LnK/J)=O at t=O (all terms on the 
right are zeroes or internal derivatives of zeroes). 
Then, again, o~H Ii = 0, and we may continue the process 
indefinitely to get o~(Lngl)=O for all n. If Lngli is 
analytic in t, we obtain Lng/j =0 on a neighborhood (call 
it R) of t = O. and L n K Ii = 0 on R. 

IV. COORDINATE CONDITIONS AND CONSTRUCTING 
A KILLING VECTOR 

Let us start from the end. If 41/. lying on a spacelike 
hypersurface which we call t=O, satisfiesL 4ng a8 
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FIG. 1. - t' = const 
and tit = const are 
'two families of 
space like hyper­
surfaces. We 
choose th~ time 
'" constant hyper­
surfaces t'=' 0, 
t' ,=,dt', t" =dt", and 
so ou. 

= L
4
$."'/l=0 at t=0, or equivalently since (17) and (18) 

must hold at t= 0 (see below), tl L4"g",S= O,(L4'r1g .. /l) = 0 
on t == 0, the Cauchy problem here, and tl we choose (17) 
and (18) and 11°=0 (see below), then using the result of 
Sec. m and (9) we must have L

4 T1gu= L4"KfJ =0 on R. 
Then by (12) and (17) Lngoo=O, and (10) gives 

L4n go; =X i. k11" + g 1,,(0 t11") + X k '11k. 1 = L nXI + gi"o t'l1", 

or, multiplying by gil, 

gil(L CJ' .)=L XI+o,.,1 4nbO. n t" , 

which by (18) is zero. Then, from the concluding re­
marks of Sec. II we must have L 4T1g",/l=O on R. 

Let us now clarify (17) and (IS), and the choice of 
41'/. Given a space-time analytic (at least in the co­
ordinates chosen below) in a region about t=O, with co­
ordinates (t, Xl) and metric (gil' Xi' N) and such that 
L ng",f!,=L nK",a=O on t=O with 41'/ lying on t=O, then 
(fS) gives ~i(t=dt) as in Fig. 1. This may not satisfy 
(17) on t== dt. We may, however, define another hyper­
surface t' = dt' (Xl, t) = const with t' = 0 identically t = 0, 
that is, a change of the time variable off t=O. This may 
change N(t=O) andX;(t=O), but it leavesgIP=O) and 
KjJ(t=O) unchanged. 3 We may, of course, also change 
the Xi coordinates to XiI on l' =dt'. We may, this way, 
construct 7)1(t' =dt') from (18) such that (17) is also 
satisfied at t' = dt I. Since one may map the initial value 
problem on any coordinate system to one in the 
Gaussian normal coordinate system,S we may, for 
example, find tf = dt' such that X 1= 0, ~ = + 1, on t' 
=0 and then (1S) gives 7)1(dt')::7)I(O) and (17) holds on 0; 
the KO! and Koo conditions will also still hold: Koo =KOi 
=0 on 0 (see Appendix B) and, by (10), (11), and (18), 
L4nKoi"'" L4$.00=0 on O. Next we may redefine a next hy­
per surface til = 2 dt", with l" l' on dt', such that N, Xi 
and TIl satisfy (17) and (1S) on tlf =2dt". This may be 
continued indefinitely to fill out the neighborhood R of 
t == 0, defining 7)0 = 0 so that 47) lies on the then time 
== constant hypersurfaces. The result that L ."g",s equals 
zero is coordinate invariant and so our result is the 
following. 

Theorem: If there eXists, in an analytic (in a Gaussian 
normal, or analytically related to it, coordinate system) 
region of space-time, a space like hypersurlace t:::;o 0 
such that L 4'1gall=0, and L 4"K",(l=0 or 0t{L 4ng",S) = 0, on 
t == 0 for some spacelike vector field 4TJ lying on t = 0, 
then there will exist a neighborhood of t=O where there 
will exist a Killing vector, that is, R admits an iso­
metry, which reduces to 41'/ on t=O. 

Notice that L" of the constraint equations (3) give 
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identically zero for LnglJ= LK1J=0 so that (3) will not 
cause any difficulty. 

V. TIMELIKE CASE 

Again, the Cauchy isometry, from (24), (27), and (2S) 
below, is equivalent to L "gall= L nK",f!,==O initially. 
Choosing t such that '1'/'" :=:~!, so thlt L 4" P "'il;s. a ~ all' let 
us consider the foHowing. 

A. t = Q is the initial hypersurface: 

(23) 
0tN=OtXj=O on (=0 and (=dt, 

and, taking time derivatives in (1) and (2) and using (14), 
we have 

o~gjj=(OtN)K'j+NoiClj+ Lx(Otg/j)+ Latxgjj (24) 

and 

O~Klj=(O,N)(Sij - 2R;j) + Na t(Sij - 2RiJ) 

+ 2o t(N,i;J) + Lx(aiCiJ)+ LarK/i' (25) 

From (23), (o~gii)(t""'O)=O, so from (24), (OtKij)(O) =0, 
and then from (25), (o~iJ)(O) = 0; back to (24), since 
o~==o~X=O on t=O, we get a;gij=o, and from (25), 
o~KiJ==O. We next redefine the coordinate system such 
that o~ N =: o1X == 0, as before in the spacelike case by a 
change of coordinates, and we obtain this way, con­
tinuing the process, that the neighborhood R, under the 
same analyticity conditions as before, will admit an 
isometry. 

B. t=O is not the initial hypersurface, it is xo=O: 
simply by reparametrizing along 1'/"', that is, a change 
of coordinates off t = 0, we may call TJ'" =: 5~ and all 
follows as in A. Our conclusion is the following 

Theorem: If there exists, in a analytic (in a Gaussian 
normal, or analytically related to it, coordinate system) 
region R of vacuum space-time, a space like hypersur­
face t=o such that L

4
nga.I3=0, and L"K0tf3=O or 

0t(L
4
f/g .. a) =0, on t=O for some timelike vector field 41/, 

then there will exist a neighborhood of t = 0 where there 
will exist a Killing vector that is, R admits an isometry, 
which reduces to 4fJ on t = O. 
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APPENDIX A: Hij (Gij, Kij, L'IJ gij, L 'IJ Kij, L NJ 

2L .,,(N,;) +N Lf/(S;} - 2Rij) equals, by using the com­
mutation relation between covariant and Lie dif­
ferentiation, 10 Eqs. (4), and writingll [." R ij and Ln r;" 
in terms of L" gil' 

HI }= 2[L n(N)J;} - 2( L "r1j)N,k + N{( L" KlI)K1 
j 

+ K'" j(L "KmJ) + KmjKi/(L" g"'l) - i[(L" glk)KJkKij 

+ glk(LnK1k)KiJ +K1dnKiJ] - 2L Rij 
so that 

Hij=2(L"N).i;} 

- glk[(L "gil):! + (L." gIJ):i - (L"gjJ»)N,k 
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+ N{K'JL~Kil + K"';[~ KmJ +KmJKilL~ g"" 

- MKIk(L~glk)KIJ + glkKijL~KIk +K'd~Kij] 

+ gk"'[(L ~gkm):J + (L~ gm):k - {Ln gJk):m]:i 

-gk"'[(Lngim):J+ (Ln g",j);i - (L~g;):",]:k' (AI) 

where we have also used L ... (N)=(L"N).;, and we may 
further use L ~g"'n= - g"" gkn L~ g,k' 

APPENDIX B: Koo,Ko;, AND COORDINATE CONDITIONS 

WithK",s=21/",:s as we have used, With1/",=N5~, 

KOi = - 2N~i = -Ng"'°[g",o,i + g",;.o - go;.,.] 

so 

(Bl) 

and similarly 

(B2) 

Thus, one may see that Koo=Koi =0 when Xi =0, ~ = 1. 
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Concerning a criterion for the validity of the first order 
smoothing approximation 

I. Lerche 

Enrico Fermi Institute and Department of Physics, University of Chicago, Chicago, Illinois 60637 

This paper presents some statistically exact variational principles for problems in random function 
theory for the purpose of obtaining a criterion which will test the validity of an approximate method 
known variously in the many different fields of its application as first order smoothing theory, first 
order cumulant discard, quasilinear theory, or the adiabatic approximation. The hydromagnetic 
dynamo equations are used here, as particular mathematical instances of general mathematical points. 
The calculations show that when the random equation under investigation is self-adjoint, and when 
the quasilinear approximation to it is also self-adjoint, then the exact and approximate solutions will, 
almost surely, agree. When either (or both) the true equation or the quasilinear approximate equation 
is not self-adjoint, then the exact and approximate solutions will, almost surely, disagree. 

I. INTRODUCTION 

A large portion of the more formal work on hydro­
magnetic dynamos, plasma turbulence, cosmic ray dif­
fusion, etc. is based on a popular mathematical maneu­
ver known variously as first-order smoothing theory, 
first order cumulant discard, quasilinear theory, first 
order random Born approximation, or the adiabatic ap­
proximation. 1- 3 First order smoothing conjectures that 
the terms which are nonlinear in the random functions 
do not differ much, or for very long, from their mean 
values, so that the difference can be neglected. The gen­
eral validity of first order smoothing has not been 
established. 

A number of authors have been concerned about the 
validity of the method, which neglects all mode-mode 
coupling (see review by Frisch3 and references therein). 
A number of authors4

-
7 have shown that mode-mode 

coupling is important in many cases in plasma phYSiCS, 
although there are also some situations in which the 
coupling can apparently be neglected with impunity. 8,9 

KraichnanlO has established the invalidity of first order 
smoothing in special cases. Herringll gives detailed 
comparisons of the quasilinear, quasinormal, and 
Kraichnan's direct interaction approximation with nu­
merical solutions of Boussinesq, convection, and finds 
that only the direct interaction approximation agrees 
Closely with the numerical solutions. 

Our own interest in the problem originally arose in 
connection with the hydromagnetic dynamo and the origin 
of the large- scale turbulent and ordered magnetic fields 
in astrophysical bodies. Consequently, the particular 
mathematical examples which we present to illustrate 
general mathematical points are chosen from that do­
main-although any other domain would have served the 
same purpose equally well. 

The question to answer is: Does there exist a general 
criterion which will indicate, ahead oj any detailed 
calculations, when first order smoothing will provide an 
accurate solution to the "true" problem? That there are 
pos t facto criteria is obvious, for a calculation can be 
worked through using both first order smoothing and 
also using statistically exact methods and comparison of 
the resulting answers can be made. This has, of course, 
been done. 9 However, it suffers from the disadvantage 
of being particular (to a given problem and equations) 
rather than general, and it normally involves some con-
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siderable calculation. What we seek is a general cri­
terion that requires little work and which is not specific 
to anyone problem or equation. We believe that we have 
found such a criterion and we present it here. 

In Sec. II we shall first show how the criterion can be 
developed for any given set of equations (we shall use 
the dynamo equations as illustrative). In Sec. III we 
will set up the general criterion in the form of a 
"theorem. " 

II. KINEMATIC DYNAMOS AND QUASILINEAR 
THEORY 

In their simplest form (strong shear, rectangular 
geometry, and large dynamo number) the dynamo equa­
tions, describing the generation of field by shear and 
cyclonic turbulence, are12 ,13 

aBy = G aA , 
at ax 

aA 
aT=rB" 

(1) 

(2) 

where G =. dV/dz represents the large-scale shear and 
the r represents the cyclonic velocity component. In 
this example the vector potential A(x, t) is in the y direc­
tion and the z component of field (sheared by G) is oAI 
ax. We shall consider the irregularities in the field 
produced by a random variation in r. 

A. General considerations 

1. r a random function of time 

Consider first the case 

(3) 

where r o' Go, E are constants and 6r(t) has zero mean 
value, (Hi = O. Then the two dynamo equations can be 
written 

a2 B . aB 
al-roGo[1+E6r(t)] a/ =0. 

Let h= tiT, where T is the correlation time for 6r. 
Then let 

By=B(h) exp(ikx). 

Equation (4) reduces to 

d 2B. 2 
~ -zkroGoT [1+e6r(h)]B=0. 

Copyright © 1974 American Institute of Physics 

(4) 

(5) 

(6) 

1967 
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First order smoothing theory writes B = (B) + 5B so 
that, upon averaging Eq. (6), we obtain the statistically 
exact equation 

If this is subtracted from Eq. (6), we obtain the 
statistically exact equation 

d
2
5B. 2[ ( ] dh2 - zkroGoT oB + E5r B) 

= ikroGoT! [5r5B - (5r5B)]. 
(8) 

First order smoothing theory decrees that 5r5B 
never differs by much, or not for long, from (5r5B) so 
that the right-hand side of Eq. (8) can be neglected. 
Then we have the inexact equation 

which is then solved simultaneously with the exact 
equation (7) for the average field. 

2. r a random function of space 

Consider the case 

G=Go, r= r o[l +E5r(x)]. 

(9) 

(10) 

Let y=x/L, where L is the correlation length for 5r. 
Then let 

By=B(y) exp(- iwt), 

when Eqs. (1) and (2) yield 

dB 
w2LB + r oGo[1 + E5r(y)] dy =0. 

Again with B = (B) + oB we obtain 

d(B) + w
2
L (B) + r G E /5r( ) doB\ =0 

dy roGo 0 0 '\ y dy! ' 

together with 

d5B + w
2
L 5B + E5r d(B) 

dy. roGo dy 

=-E ~r d;: -\5r d;:j). 

(11) 

(12) 

(13) 

(14) 

Once again first order smoothing sets the terms on the 
right-hand side of Eq. (14) to zero. We then have the 
inexact equation 

d5B w2L d(B) --+ --5B=-e5r--, 
dy r oGo dy 

( 15) 

which is solved simultaneously with the exact equation 
(13) for the average field. 

The normal modes that result under the first order 
smoothing approximation for the average field, (B), 
have been compared and contrasted9 with those obtaining 
under a statistically exact analysis of Eqs. (6) and (12). 

It is found that when r is a random function of time 
(case 1) precise and exact agreement of the normal mode 
frequencies obtains whether one uses the statistically 
exact treatment or the first order smoothing approxi­
mation. However, when r is a random function of space 
(case 2), no agreement is· found except in the limit 
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€ = O. For e small, but not precisely zero, there is 
strong disagreement between the first order smoothing 
result and the statistically exact result (but see Lerche 
and Parker9 for a detailed analysis). 

B. Lagrangians and adjoint fields 

1. r a random function of time 

Given Eq. (6), we have a Lagrangian 

L = f dh(~~t ~~ + ikroGoT2BBt (1 + E5r»), (16) 

so that if L is varied extremally with respect to Bt we 
recover Eq. (6), while if L is varied extremally with 
respect to B we obtain the equation adjoint to Eq. (6) as 

(17) 

Thus Eq. (6) is self-adjoint, B:=Bt, for a given 5r(h). 
Now it can be argued that, since 5r(h) is taken to be a 
random function of time, h, we should write a La­
grangian for the average field, (B), in order to compare 
it, and its adjoint, with the quasilinear results. So write 
L of expression (16) as L :=Lo + IlL, where 

L = f dh (d(B) d(Bt) + / ~5B d5Bt) 
o dh dh \ dh dh 

+ ikroGoT2 «Bt) (B) + (5Bt5B) (18) 

+ e(Bf)(o roB) + E(B)(5Bt5r) + E(5Bt5B5I)) . 

Suppose now that we vary the average Lagrangian Lo 
extremally with respect to (Bt); then we recover Eq. (7), 
while if Lo is varied extremally with respect to (B), we 
obtain the adjoint equation 

d;k~t) -ikroGoT2«Bt) + E(oBtoI)=0. (19) 

Suppose further that, in the ensembling process, we 
vary Lo with respect to the statistical character of oBt. 
Then extremal variation of Lo with respect to such 
changes gives 

d 2 5B dh2 - ikroGoT2(oB + E5r(B» = ikE r oGoT2(5r5B). 
(20) 

But this gives a finite average value to oB, i. e., (0 B) *0 
whereas our premise is (5B) = O. The reason that this 
occurs is, of course, that it is L thai must be varied 
extremally for each realization and not Lo. And when 
this is done an extra term, - ikEroGoT25r5B, appears 
on the right-hand side of Eq. (20). Then (5B) = O. 

Likewise variations of L with respect to 5B give the 
random adjoint equation 

d 25Bt 
~ -ikroGoT2(5Bt+E5r(Bt» 

(21) 

= iker oGoT2«5roBf) - 5roB). 

Then by inspection we see that (Bt) = (B) and oBt == 5B 
so that the Lagrangian approach preserves the self-ad­
joint nature of Eq. (6). 

Note further that if we neglect the term (oB t5Bor) in 
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Eq. (18), then extremal variations of Lo alone with 
respect to (B), (B1), and the statistical character of 15B 
and 15Bt give all of the first order smoothing approxima­
tion equations-Eqs. (10), (19), (20), and (21) [with the 
right-hand sides of Eqs. (20) and (21) set to zero]. 

Note also that even when the right-hand sides of Eqs. 
(20) and (21) are set to zero, it still follows that (B) 
= (Bt) and 15B = 15Bt. Thus in this case the first order 
smoothing approximation preserves the self-adjointness 
of the fundamental equation (6). And it is this case where 
the first order smoothing normal modes of (B) are 
precisely those obtained under a rigorous and statisti­
cally exact treatment. We shall return to this point 
later for it provides the clue as to when first order 
smoothing theory can be expected to yield accurate 
answers. 

2. r a random function of space 

Given Eq. (12), we have a Lagrangian 

L= f dy (w2L(roGoflBBt+(1+e15r)Bt ~:). (22) 

Extremal variation of L with respect to Bt yields Eq. 
(12), while extremal variation of L with respect to B 
yields 

or, with 

Bt(l + E15r)=Qt, 

dQt w2L 
(l.+e15r) - - -- Qt=O, 

dy roGo 

so that 

Qt(iw)=B(w). 

Thus, in this case, Eq. (12) is not self-adjoint and 
neither is the Lagrangian (22) for B, Bt. 

(23) 

(24) 

Again, if we write Bt = (Bt) + 15Bt, B = (B) + 15B, we 
can write L =Lo + t:.L with 

Lo = f dy (W2L( r oGorl (B)(B1) + (15 BliBt) ) 

+ (Bt) d(B) + e(Bf) /15r d15B) 
dy \ dy 

(25) 

+ E d~:) (15 r15B1) + 15Bt d1: +e ~Bt 15 r d1: 1 ). 
Then proceeding as for case 1 from extremal varia­

tions of Lo with respect to (B) and (Bt), we obtain 

w2 L( Gor o)-I(B) + dd:) + E ~r 2~:) = 0, (26a) 

w2L(Gorofl (B1) - dd:f) - e d~ (15r15Bt) =0. (26b) 

Likewise if we vary Lo + t:.L with respect to statistical 
variations of 15B and 15Bt, we obtain the random equations 

w
2
L 15B+ d15B +e15r d(B) =e far d15B _ /15r d15B») 

roGo dy dy \C dy '\ dy , 

(27a) 
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=-e~ (15r15Bt-(15r15Bt». 
dy 

Then by inspection of Eqs. (26)-(27) we have 

1969 

(27b) 

15Bt(iw) (1 + e15r) - e(15Bt(iw)15r) = 15B(w), (28a) 

(Bt(iw» + e(15Bt(iw)15r) = (B(w». (28b) 

Once again note that Eq. (26b) is adjoint to Eq. (26a) 
and Eq. (27b) is adjoint to Eq. (27a), but that Eqs. (26a) 
and (27a) are not self-adjoint. 

Note further that if we neglect the term (15Bt15r215B/2y) 
in the averaged Lagrangian (25), then extremal varia­
tions of the averaged Lagrangian alone with respect to 
(B), (Bt) , and statistical variations of 15B and 15Bt, pro­
duce Eqs. (26)-(27)-with the right-hand side of Eqs. 
(27a) and (27b) set to zero. And these are, of course, 
the equations of first order smoothing theory-which 
are also not self-adjoint. 

It is this case where there is such a marked disagree­
ment between the normal modes of the average field 
derived using the first order smoothing theory and the 
statistically exact normal modes of the average field. 

C. Lagrangians for statistically averaged fields 

It can, of course, be argued that we should not really 
compare a Lagrangian approach for a particular realiza­
tion of 15r with Lagrangians for averaged quantities. 
Instead it can be argued that we should compare Lag­
rangians for statistically averaged fields with those ob­
taining under the first order smoothing approximation. 

In order to answer any such argument we shall now, 
for the sake of completeness, give the results of such an 
approach. It yields the same results as subsections A 
and B above as is, of course, expected. 

1. r a random function of time 

From Lerche and Parker, Eqs. (14) and (15), we have 

(29) 

(30) 

with 

(B) = 1: dlir R(h, 15r) (31a) 

and 

(::) = f: d15r S(h, 15r). (31b) 

The coefficients in Eqs. (29) and (30) are independent of 
time, h, so that the solutions have an exponential time 
dependence. Note also that Eqs. (29) and (30) are homo­
geneous in Rand S. Thus they have a set of normal 
modes. These are the statistically exact modes which 
were compared with the first order smoothing theory 
modes in the paper by Lerche and Parker. 9 Here we are 
interested in seeing what a Lagrangian approach has to 
tell us about Eqs. (29) and (30) and their adjoints. 
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In order to derive, in a useful manner, a Lagrangian 
for Eqs. (29) and (30), it is advantageous to remove the 
first order derivatives in Eqs. (29) and (30) by writing 

R=rexp[- t(U)2], S=sexp[- t(l5r)2] 

to obtain 

or o2r 1 [ 1 )2] 
oh = o15r2 +"2r 1 - "2(l5r + s, (32a) 

(32b) 

Then with r= rexp(ivh), s = s exp(ivh) Eq. (32) give 

(33a) 

(33b) 

Consider then the Lagrangian 

f f. [ . 1 } or (lst L =- dU \st{tr 1- 2zv-"2(l5r)2] +s - (ll5r oar 

(34) 

Extremal variations of L with respect to rt and st give 
Eq. (33), while extremal variations of L with respect to 
rand s give, respectively, the adjoint equations 

(36) 

Thus by inspection of Eqs. (33), (35), and (36) we see 
that 

(37) 

Hence the pair of equations for r, s is a self-adjoint pair. 

2. r a random function of space 

From Lerche and Parker, 9 Eq. (29), we have 

OU 0 02U ay = OU (I5rU) + ~ - w2LU[roGo(1 + eor)]-" (38) 

with 

(8)= I: dorU(y, or). 

Write 

U = T exp(iky) exp[ - t(or)2], 

when Eq. (38) gives 

Consider the Lagrangian 

(39) 

(40) 

f (aT a 
L = dar r al5r oar [rt(l + eo r)] 

(42) 

+ tTTt{[l- 2ik - t{or)2](1 + ear) - W2L(roGo)-1}). 
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Extremal variations of L with respect to Tt yield Eq. 
(41), while extremal variations of L with respect to T 
yield the adjoint equation 

02 

al5ra [Tt(1 + ear») (43) 

so that, by inspection of Eqs. (41) and (43), we have 

(44) 

Thus equation (41) is not self-adjoint except with the 
inclusion of a weighting factor (1 + eor)-l in the adjoint 
equation. But since the range of integration of 0 r is 
0"" I or I "" 00, the weighting factor either is singular (if 
included in the adjoint equation) or is not positive de­
finite [if included in equation (41)], except for the singu­
lar limiting case of e = 0 when the weighting factor is 
unity. And then T(e = 0) = Tto and (e = 0) so that T is self­
adjoint. It is precisely the case of E = 0 where agreement 
results between the first order smoothing theory dis­
persion relation and the statistically exact dispersion 
relation. For e * 0, no matter how small, strong dis­
agreement obtains. 

So·the results of these particular investigations sug­
gest two things: 

First, when the full equation is self-adjoint, and when 
the first order smoothing approximation preserves the 
self-adjoint character, then the first order smoothing 
approximation gives the same dispersion relation as the 
statistically exact treatment. 

Second, when the full equation is not self-adjoint, and 
when the first order smoothing approximation either 
turns the non-self-adjoint equation into one which is 
self-adjoint or replaces the "true" non-self-adjoint 
equation by another equation which is also not self-ad­
joint, then'the dispersion relation obtained using the 
first order smoothing approximation differs markedly 
from that obtaining under a statistically exact treatment. 

III. A GENERAL CRITERION FOR VALIDITY OF 
FIRST ORDER SMOOTHING THEORY 

Suppose that, in general, we had an equation of the 
form 

Ly = 0U, (45) 

where L is an ordered operator and 15[. is a random 
operator. Then with y = (y) + oy we have the statistically 
exact pair of equations 

L (y) = (oL oy) 
and 

Loy - oL (y) = oL oy - (oL oy). 

We can construct the Lagrangian 

L =1 dnyt[Ly-oLy] 

over the space, n, appropriate to the operator field 

(46) 

(47) 

(48) 

L + oL· And then extremal variations of L with respect 
to yt yield equation (45) while extremal variations of L 
with respect to y yield the exact adjoint equation 

(49) 
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With yt = (yt) + oyt, Eq. (49) yields th-e statistically exact 
pair of equations 

L t(yt) = (oL toyt), (50a) 

(50b) 

Suppose then that we write the Lagrangian L as Lo + AL 
with 

Lo= f dfl((yt) L (y) + (oytL oy) (51) 
- (yt)(oL oy) - (oytoL)(y) - (oytoL oy». 

Proceeding as in Sec. II we see that. variations of Lo 
with respect to (y) and (yt) give Eqs. (46) and (50a), 
while variations of Lo + AL with respect to the statistical 
character of oy and oyt give Eqs. (47) and (50b). 

If we neglect the term (oytoL oy) in Eq. (51) (the first 
order smoothing approximation), then variations of Lo 
alone with respect to (y), (yt), and the statistical charac­
ter of oy and oyt yield Eqs. (46), (47), and (50) with the 
right-hand sides of Eqs. (47) and (50b) set to zero. 

Now if the equation for y is self-adjoint and if neglec­
ting (oytoL oy) preserves the self-adjoint character of 
the equation, we can argue as follows. It is always 
possible to choose a set of trial functions for (y), (yt), 
etc., such that 

(52) 

Then since the equations stay self-adjoint under such a 
choice we have the equivalent of a Rayleigh-Ritz princi­
ple which guarantees that a set of trial functions will 
come closer and closer (in a monotone manner) to 
yielding the "true" eigenvalues (See Lerche and Parker, 
Sec. II for a specific case). 

If, however, neglecting (oytoL oy) gives rise to a 
non-self-adjoint approximation to the original self­
adjoint equation no such Rayleigh-Ritz type of statement 
is available. The approximate eigenvalues found under 
such conditions may be far removed from the "true" 
eigenvalues, and increasing the number of trial func­
tions can m~ke the difference larger rather than smaller. 

Likewise if the true equation is not self-adjoint and 
the first order smoothing approximation replaces it by a 
self-adjoint equation, then while a Rayleigh-Ritz type 
of statement is available for the approximate equation, 
no such type of statement is available for the true 
equation. Accordingly, once again, any approximate 
eigenvalues can be far removed from the true eigen­
values. 

Finally if the true equation is not self-adjoint, and if 
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the first- order smoothing approximation replaces it by 
an equation which is also not"self-adj6int, no useful 
statement is available on the accuracy of the approxi­
mate eigenvalue-except to say that it is probably wrong 
(see Lerche and Parker,9 Sec. III for a specific case). 

In summary, then, we give the following criterion: 

Theorem: (i) If the true,~quation is self-adjoint and if 
the first order smoothing approximate equation is also 
self-adjoint, then almost surely, almost everywhere the 
first order smoothing dispersion relation will be the 
same as the correct dispersion relation. 

(ii) If both. (or either) the true equation and the first 
order smoothing apprOXimate equation are not self-ad­
joint, then almost surely, almost everywhere the first 
order smoothing dispersion relation will differ sub­
stantively from the correct dispersion relation. 14 

To put the point another way: An approximation which 
changes the topological character of an equation must 
be in error somewhere. 
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The interaction and the transformation of the electromagnetic and gravitational waves and the 
variation of those amplitudes are analyzed· theoretically, where the Einstein-Maxwell field is assumed. 
Two waves are defined such that the electromagnetic vector potentials and the gravitational tensor 
potentials and their first derivatives are continuous while their second derivatives are discontinuous at 
a wave front. It is proved that the concomitant electromagnetic and gravitational waves can interact 
with each other if an external electromagnetic field exists. The global behaviors of interaction and 
transformation of the two concomitant waves are also investigated, where a Lorentz metric 
space-time is assumed. The variation formulas for amplitude are derived. The amplitudes may grow 
or decay according to a factor depending on the mean and Gaussian curvatures of an initial wave 
front and to a factor depending on the external electromagnetic field. When there is no external 
electromagnetic field, there is no interaction between the two waves and they propagate 
independently, while when an external field exists, the electromagnetic wave may transform into the 
gravitational wave and vice versa. In a case of a weak constant external electromagnetic field, where 
a flat space may be assumed, the amplitude of a WlVe varies sinusoidally with respect to the 
distance measured along its ray. The length of interchangeability is defined by the length in which a 
wave is completely transformed into its dual wave, and it is inversely proportional to the strength of 
an external electromagnetic field. 

1. INTRODUCTION 

In the classical theories of continua we have, in gen­
eral, three kinds of waves or discontinuity propagations, 
that is, harmonic oscillations, characteristics, and 
Singular surfaces. The theory of harmonic oscillation is 
restricted to the case of linear oscillation or an infini­
teSimal disturbance, and the theory of characteristics 
cannot, in general, be a consequence of the general 
principles of physics. On the other hand, Christoffel, 
Hugoniot, Hadamard, and Duhem viewed waves in con­
tinuous media as propagating Singular surfaces. Since 
then a great deal of thought has been devoted to the 
analySiS of the Singular surface for the waves in the 
many kinds of continua. In many cases, the propagation 
speeds derived from the above three methods turn out 
to be exactly the same values. No explanation of this 
remarkable agreement is known. For a general refer­
ence on the theory of Singular surface, refer to 
Truesdell and Toupin. 1 

When Maxwell2 established a dynamical theory of 
electromagnetic field, he showed theoretically the exis­
tence of the electromagnetic wave. Shortly after framing 
the general relativity, Einstein3 showed the propagation 
of an infiniteSimal disturbance of gravitational potentials 
in a Lorentz metric space-time, and he called it the 
graVitational wave. For general references on the 
gravitational waves refer to Weber4 and Zakharov. 5 

Lichnerowicz 6 surveyed the electromagnetic and grav­
itational waves as the characteristic manifolds. The 
Singular surfaces were also regarded as those wave­
fronts. An electromagnetic wave was defined by 
Trautman? as a surface across which the fields are con­
tinuous, but their first derivatives may suffer jump dis­
continuities, and a gravitational wave was defined by 
Trautman? and Thomasa as a surface across which the 
gravitational potentials and their first derivatives are 
continuous, but their second derivatives may have 
jumps. Starting from the somewhat different definition 
from theirs Tokuoka9 proved the reality of the trans­
J!erse gravitational wave. 

Although Maxwell's field equations hold, in prinCiple, 
within the framework of the special relativity, there is 
a theory, called Einstein-Maxwell field theory, in 
which the Maxwell field is assumed to be concomitant 
to the Einstein-Riemann space-time. While the exis­
tence and the propagation of the electromagnetic and 
gravitational waves were investigated fairly, there are 
a few recent peculiar surveys with respect to the inter­
action between those two waves. Johnston et al. 10,11 

studied the feasibility of the conversion of gravitational 
radiation into electromagnetic radiation when an infall­
ing neutral object perturbs the background field of a 
black hole. Basing this paper on Einstein-Maxwell field 
equations and the theory of singular surface, we shall 
investigate the interaction and the transformation of the 
electromagnetic and gravitational waves. 

2. DEFINITIONS OF WAVES AND COMPATIBILITY 
CONDITIONS 

For the Einstein-Maxwell field in free Einstein­
Riemann space-time {the gravitational potentials gaB 

and the Minkowski electromagnetic anti symmetric ten­
sor F"8 are governed by the equations in Gaussian sys­
tem of units 

(2.1) 

(2.2) 

(2.3) 

where lower case Greek indices run from 0 to 3 and a 
comma and a semicolon followed an index refer to, 
respectively, partial and covariant derivatives. Here 
the Minkowski tensor in a free space is related by the 
electric field E and magnetic field H as FOj = - cE j, 
F12 =H3 , F 23 =H1 , F31 =H2 in a local geodesic coordinate 
system with the metric differential form 

(2.4) 

which can be chosen generally in a point conSidered in 
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[, where and henceforth lower case Latin indices run 
from 1 to 3. 

Thomas12 proved that if the gaB are of class C\ a 
coordinate transformation of class C1 may reduce to 

(2.5) 

where dCl2 = a jj dx j dxi is the positive-definite differential 
form of the three-dimensional space 1<..3' Equations (2.1) 
assure that it is exact and admit a four-dimensional 
vector potential CPa' such that 

(2.6) 

A three-dimensional regular hypersurface ~ in [ can be 
interpreted as a representation of a wave. The form 
(2.5) permits us to view ~ as the successive positions 
of a two-dimensional wavefront S(t) in 1<..3' Now we de­
fine an electromagnetic wave. 7 

Definition 1: When the vector potentials CP'" satisfy the 
following two conditions, we sayan electromagnetic 
wave exists: 

(i) CPa and their first-order coordinate derivatives are 
continuous over a surface .5 . 
(ii) at least one component of cP '" is discontinuous at S. 

Also we define a gravitational wave. 9 

Definition 2: When the gravitational potentials gaB 

satisfy the following two conditions, we say a gravita­
tional wave exists: 

(i) gaB and their first-order coordinate derivatives are 
continuous over a surface S. 

(ii) at least one component of the Riemann curvature 
tensor is discontinuous at S. 

The wavefront S(t) in 1<..3 can be defined parametrical­
ly by a set of equations 

(2.7) 

where ljJi are assumed to be continuously differential 
functions of the parameters ur such that the functional 
matrix 

II ~~~ II (2.8) 

has rank 2 for all values of the surface under considera­
tion. Here capital Greek indices take 1 and 2. Then we 
can eliminate ur from (2.7), and we have the represen­
tation of ~ in the form 

(2.9) 

Let us denote by G the velocity of propagation of the 
surface 5 in the direction of its unit normal vj

• The 
partial derivatives x~ ;: axi /aur denote a tangent vector 
to S. The fundamental metric tensor of the surface 5 is 
given by 

(2.10) 

The theory of surface shows that 

(2.11) 

where brA are the second fundamental form of 5 and we 
denote that x i9 ;: aij x~. The 0 time derivative of a quanti­
ty denotes time rate of the quantity observed on a wave­
front. 13 Then we have obviously 
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ox i 
i 

?it=Gv, 
dCl 

G=-, 
dt 

(2.12) 

where Cl is the arc length along a normal trajectory to 
the surface S. According to Thomas8 we depict here the 
compatibility conditions. The compatibility conditions 
of the second order in the metric (2.5) are given by 

u'ljl=]viv j , U,iOl= - Gjv j , U.ool=G2j, (2.13) 

where 

(2.14) 

denotes the magnitude of the jump discontinuity of f, 
which may take any component of CPo< or gaB and where 
index 0 denotes the partial derivative with respect to t. 
The compatibility conditions of the third order have the 
complicated forms. Here we depict them in a local 
geodesic system with the metric (2.4). We have 

U,ii"l=!vivjv" + f.rarA(viVjX"A +VjV"XiA +V"ViXjA ) 

- j arAaSAbrs(v iXjAX"A. + v jX"AXiA + V"XiAXjA ), 

(2. 15) 

(2.16) 

(2. 17) 

[ 1 3= 20] 
f,ooo =-G f +3G 6t' (2.18) 

where we define that 

f= -[f 1" m n = ,"mn V V V . (2.19) 

3. EXISTENCE AND PROPAGATION OF WAVES 

Some particular analyses of this item viewed from the 
theory of singular surface were reported by Trautman7 

and Tokuoka. 9 Here the brief summary of their results 
is depicted for the sake of our analysis. 

Taking the differences of the field equations (2.2) and 
(2.3) on two contiguous sides of the wave surface 5, 
referring to Definitions 1 and 2, we have 

(3.1) 

(3.2) 

which give the necessary propagation conditions of the 
electromagnetic and gravitational waves, respectively. 

Applying the compatibility conditions of second order 
(2.13) to (3.1) and (3.2), we have the characteristic 
condition 

gPa~p~a=O, 

which gives the propagation velocity 

G=V, 

where 

~o=G, ~i=-Vi' ~0=G/V2, ~i=Vi. 

(3.3) 

(3.4) 

(3.5) 

Equation (3.3) is a null surface in 8, and the hypersur-
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face ~ of (2. 9) can be expressed as 

gPu1/J,p1/J,u = O. (3.6) 

Here we propose 

Definition 3: The rays of electromagnetic and gravita­
tional waves are defined by the characteristics of the 
wave surface (3.6). 

We can easily say that the ray of a wave is null geode­
sic. Therefore, we can assert that electromagnetic and 
gravitational waves, which have an identical wavefront 
at an instance, can propagate concomitantly with a com­
mon velocity along a common ray. 

Without loss of generality the coordinate system in 1<3 
may be chosen so that the Xl axis is parallel to the nor­
mal of the wavefront 5 and the 0 axes lie upon it. Thus 
the differential form (2. 5) reduces to 

ds 2= V 2dt2 
- (dXI)2 -aKM d0 d~, 

where capital Latin indices take 2 and 3. 

A. Electromagnetic wave 

(3.7) 

A transverse electromagnetic wave having the ampli­
tude ¢K is a real wave and propagate with the velocity 
(3.4), while we can say that 

(3. B) 

which can be obtained by the gauge transformation. 

Relations FOt8=¢0t~8-¢8~'" and (3.B) show that 

EI=HI=O, (3.9) 

(3.10) 

B. Gravitational wave 

A transverse gravitational wave having the amplitudes 
gKM is a real wave and propagates with the velocity 
(3.4), while a longitudinal wave having amplitudes goo' 
gal' and gu and shear waves having amplitudes gOK and 
glK are imaginary waves. Furthermore, there is a con­
dition on gKM' that is, 

(3.11) 

The imaginary waves can be canceled out by an appro­
priate transformation, and in any case we can put 

4. LOCAL PROPERTIES OF INTERACTION AND 
VARIATION 

(3.12) 

Differentiating the field equations (2.2) and (2.3) with 
respect to xY and taking the differences of them on two 
contiguous Sides of the wave surface 5, we have the dif­
ferential equations for the variation of wave amplitudes 
of the electromagnetic and gravitational waves. In order 
to simplify our analysis, let us take a local geodesic 
system, which has the differential form (2.4) at a point 
in 8 under consideration. In this system all of the deriv­
atives of first order of the gravitational potentials van­
ish, and we can obtain that 

gPu{[F"p,uy]-g'""(F"p[[aO", vJ,y] +F",,[[pu, vl,y])}=O, (4.1) 
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tg PU([g"8,PUY] - [g"P,U8Y]- [g8P,u", y] + [gPU,,,,8Y]) 

= - (2 K/C4)gPO(F",JFu8,y] + F8p[Fa",) 

+tg"'Bg"" Fp,,[Fu",,]). (4.2) 

Although full range of values of a, f3, and y may be as­
sumed in (4.1) and (4.2), it will suffice for our purpose, 
however, to limit our attention to them for which a =K, 
f3=M, and ,),=0. Taking account of this and the condi­
tions (3. B), (3.11), and (3.12) and applying the compati­
bility conditions of the third order (2.16), (2.17), and 
(2.1B), we have that 

a¢>K !. ~ rA eA aij Tt-2 C'f'Ka a bre XIAXjA 

(4.3) 

and 

agKM - rA eAb "Ij 
at - cgKMa a reV XIAXjA 

- c(gKI,rxMll - ltKlaeAbrexMA)arAaiJvj 

(4.4) 

where we used vl =1 and V2 =V3 =0. From the relations 
(2.10), (2.11), (3.B), and (3.12), we can show that the 
third term in the left side of (4.3) and the third and 
fourth terms in the left side of (4.4) vanish identically. 
Then referring to 

a¢K _ d¢K agKM dgK},( 
N - c dO" ' ---u- = c ~ , (4.5) 

where 0" is the arc length along a normal trajectory to 
5, we have the set of differential equations for the 
amplitudes 

d(fJK - n - !.aPQ-dO" - 1>K - 2 gKP KQ , 

where 

or 

and 

(4.6) 

(4.7) 

(4. B) 

(4.9) 

(4.10) 

is the mean curvature of the wavefront S. The equations 
of variation (4.6) and (4.7) show 'that electromagnetic 
and gravitational waves propagate independently with 
each other if and only if the external electromagnetic 
fields are absent or those fields are longitudinal along 
the rays of waves, while, if the transversal components 
of the external fields am present and KK* 0, the inter­
action between two waves must occur. 

5. CONDITION OF SPACE-TIME 

Now we will investigate the condition on the differen-
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tial metric form (3.7), where the xl-axis and Xl 

= constant are defined, respectively, as a ray of a wave 
and a wave front. The equations of a geodesic can be 
given, in general, by the Euler-Lagrange equations of 
the variational principle, 14 

o f{~2(:;y -1 -apQ d;; ~~Q}dq=O, (5.1) 

where q is a parameter defined along a geodesic. We 
have then 

d
2
t + v_1~fdt)2 +2V-1 a~ !!:.!...- dx

1 
+2v-1lZ dt dx

P 

dq2 at \dq ax dq dq a? dq dq 

(5.2) 

--;--r-V-;;-T - +-~-----o d
2
x

1 
aV ~dt)2 1 aa dxP dx

Q 

dq ax dq 2 ax1 dq dq - , (5.3) 

d
2
J!' +VaKP aV (dt)2 +aKP~ dt dx

Q 

dq2 2?"\dq at dq dq 

+aKP aaP1Q dx
1 

dx
Q 

+ { K} d? dxO =0 (5.4) 
a x dq dq P Q dq dq , 

where {p KQ} denotes a Christoffel symbol of the second 
kind composed from the metric tensor aKM . The condi­
tion that the Xl axis is a null geodesic is given by 

V dt _ dx
1 

= ° dJ!' = 0. 
dq dq 'dq 

(5.5) 

Equation (5.4) and the second equation of (5. 5) yield that 

aV 
oJ!' = 0. (5.6) 

Here we assumed that dt/dq * 0. Differentiating the first 
equation of (5.5) with respect to q and eliminating d 2t/ 
dq2 andd2x 1/dq2 from (5.2) and (5.3), we have 

aV 
-1=0. 
aX 

(5.7) 

On the other hand, if we assume av/ax1 =aV/aJ!' =0, 
the geodesic equations (5.2), (5.3), and (5.4) reduce, 
respectively, to 

~ + V-1dv f!!t) 
2 

=0 
dq2 dt Vtq , 

(5.8) 

(5.9) 

(5.10) 

Integrating them, we have 

dt dx1 dxK 
V dq = ex, -;;;;- = {3, -;;;;- = y, (5.11) 

where a, (3, and yare constants. Putting a={3*O, y=O, 
we can obtain the null geodesic of Xl axis, (5.5). 

Therefore, we can say that the Xl axis in the metric 
(3.7) is a null geodesic if V is independent of Xl and J!'. 
Changing the time scale from t to 

7= (1/c).C V(t)dt, (5.12) 
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we have the differential metric 

ds 2=c2dr2 _(dX1)2 -aKMdJ!' d~. (5.13) 

From the metric form we can easily see that the wave­
front 5(7) in an instance 7 is parallel in the sense that 
the distance a on each point of 5( 7) measured along the 
Xl axis from an initial wavefront 5( 7 0) at 7 = r 0 has a 
constant value. 12 For a case that R.3 is a three-dimen­
sional Euclidean metric space, we have a formula for 
the mean curvature, i. e. , 

n- no -aKo 
- 1 - 2ano + a2KO ' 

(5.14) 

where no and Ko are, respectively, the mean curvature 
and the Gaussian curvature of the initial wavefront 
5(ro). 15 

6. GLOBAL PROPERTIES OF INTERACTION AND 
TRANSFORMATION 

In this section we assume that a background external 
electromagnetic field is so weak that the space-time in 
front of the wave is flat apprOXimately, and a Lorentz 
metric form (2.4) can hold there. Then the differential 
equations of the variation of amplitudes (4.6) and (4.7) 
and the formula (5.14) may hold globally. The differen­
tial equations can be reduced to 

dil* =Mh* 
da ' 

(6.1) 

where we assumed that 

h* =h(1 -2ano +a2KO)1/2, (6.2) 

(6.3) 

(6.4) 

(6.5) 

and NT denotes the transpose of N. Here C=2.874x10-25 

cm-1
/

2 g-1/2 sec is called the transformation constant. 

Direct integration of (6.1) yields 

h* =hoexp(M), 

where we put 

M = loa M(a') da' = CK P, 

K=(K2
2 +K32F/2, KK= faa KK(a')da'. 

Expanding exp(M) and referring to 

M:2 = _ C2 K2 1 , 

where 1 is the 4 x4 unit matrix, we have 

exp(M) = 1 cos(CK) + P sin(CK). 

Then we have the solutions 

(6.6) 

(6.7) 

(6.8) 

(6.9) 

(6.10) 

(6.11) 
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~=(1-2ano+a2Ko)-1/2 

x{¢o cos(CK) - (2C)-IRT go sin(CK)}, (6.12) 

g=(1-2aQo +a2KO)-1/2 

x {go cos( CK) + 2C R~o sin( CK)}, (6.13) 

where 

~ = /I :: II ' g = " ~:: /I 
(6.14) 

denote the two-dimensional vectors on a plane being 
tangent to the wavefront at a point under consideration 
and <Po and go denote, respectively, the initial values of 
~ and g on S( To). Here the matrix R defined in (6.8) is 
an orthogonal matrix and indicates a rotion around the 
Xl axis with the angle given by 

8= tan-I (K3/K2 ) , (6.15) 

then we have 

R= II cos! -sinel' 
sinO cose I 

and R.T gives a rotion with the angle· e in opposite 
direction. 

(6.16) 

The factor (1 - 2aflo + a2Kotl/2 in the variation 
formulas (6.12) and (6.13) denote the dependence of the 
amplitude on the form of an initial wavefront. For exam­
pIe, if we treat a centrifugal spherical wave, although 
we have no completely spherically symmetric waves, we 
can put 

flo=-l/Ro, Ko=1/Ro2, (6.17) 

where Ro is the radius of an initial wavefront. That fac­
tor is equal to Ro/(Ro + a). Under the definition that the 
intensity of a wave defined by the Definitions 1 and 2 
means the square of its amplitude, we have the inverse 
square law of the intensity of a wave. 

The variation formulae have two terms. The first 
terms show the dependence on the own waves, and the 
second terms on the dual waves, where the electromag­
netic and gravitational waves are called to be dual each 
other. Then we can say that if there is no external 
fields, there is no transformation from the electromag­
netic wave to the gravitational wave and vice versa. 

In the case of constant external fields, K is propor­
tional to the propagation distance a, and e reduces to a 
constant value, that is, 

(6.18) 

8' = tan-I E3 +H2 . 
E 2 -H3 

(6.19) 

The first and second terms of the variation formulas 
vary, respectively, as cosine and sine forms with 
respect to the propagation distance of a wave. The wave 
length for variation is given by 

A=2rr/CK. (6.20) 

The length of interchangeability 1 is defined by a length 
where a wave is completely transformed into its dual 
wave. We have 

1 =A/4 = rr/2CK. (6.21) 

The wave length and the length of interchangeability are 
inversely proportional to the strength of the external 
field. Their numerical values in K = 1 gauss are 

A = 2.311 x107 light years, 

1 = 5. 778 X 106 light years. 
(6.22) 

If the region occupied by an external electromagnetic 
field is broad and/or if the intensity of that field is 
strong, the space-time in front of the wave can not be 
regarded as a flat space-time. In this case we must 
take into careful consideration for the formal application 
of the results obtained in this section. Strictly, the 
global mixing behavior of the waves must be analyzed in 
a curved space-time, but such analySiS looks for future 
study. 
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Bessel type transforms. formulated recently, provide suitable bases for the expansion of the 
electromagnetic fields due to line sources in the vicinity of cylindrical structures of variable 
curvature. However, these expansions are restricted to open structures with convex cylindrical 
boundaries that are characterized by surface impedances which are independent of excitation. In this 
paper, we derive transforms that are suitable for the expansion of electromagnetic fields in 
multilayered cylindrical structures with both concave and convex boundaries. The innermost medium 
of the structure is assumed to be a good conductor. These field transforms are shown to be related 
to Fourier-type transforms derived for parallel layered structures. They can be used to obtain 
rigorous, full wave solutions, to problems of propagation in irregular waveguide ducts in the earth's 
crust, the ionosphere, and in the cavity between the earth and the ionosphere. 

1. INTRODUCTION 

In order to provide suitable bases for the expansion 
of the electromagnetic fields in more realistic models 
of pertinent propagation problems over a wide frequency 
range, we derive generalized field transforms for mul­
tilayered cylindrical structures. This work is an exten­
sion of the analysis carried out earlier for open cylin­
drical structures with convex boundaries characterized 
by surface impedances that are independent of excita­
tion.1 The field transforms formulated in this paper are 
suitable for the derivation of rigorous, full wave solu­
tions, to problems of propagation in nonuniform multi­
layered cylindrical structures with convex as well as 
concave boundaries. The innermost medium of the 
structure (earth's core) is assumed to be a good con­
ductor, and the electromagnetic fields at a reference 
surface r= a within the innermost medium are con­
sidered negligible. Thus for convenience we assume that 
the surface r = a is perfectly conducting. 

circular cylindrical structure (Fig. 1) excites vertically 
polarized waves that are independent of the variable z. 
Thus, for an exp(iwt) time dependence, the horizontal 
magnetic field H/lz satisfies the wave equation 

When the boundaries of the cylindrical or spherical 
waveguide structures are characterized by electromag­
netic parameters (J.l/e)1!2 - 0 or (E/ J.l)1!2 - or by a con­
stant surface impedance (independent of excitation) the 
characteristic (basis) functions used in the transforms 
are orthogonal over the cross section of the guiding 
structure. 2 However, for the general case considered 
in this paper the basis functions are shown to be ortho­
gonal over the region a ~ r ~ o(). The basis functions are 
normalized without recourse to direct integration over 
the cross section of the multilayered structure. 

The field transforms derived can be used to solve 
problems of radiowave propagation in nonuniform mul­
tilayered cylindrical structures. 3 For spherical struc­
tures such as the earth-ionosphere waveguide, where 
azimuthal symmetry is preserved, it has been shown 
that a two-dimensional treatment based on a nonuniform 
cylindrical model is appropriate. 4,5 

Thus, the field transforms can also be applied to spe­
cial problems of propagation in any of the nonuniform 
layers of the earth-ionosphere structure. 

2. FORMULATION OF THE PROBLEM 

A. magnetic line source j (analogous to an electric _ m 

line current J) parallel to the axis of a multilayered 

1977 Journal of Mathematical Physics, Vol. 15. No. 11, November 1974 

- - r -'JI. + - .:.....:=::. + k2H = ZWE J 1 0 ~ OH) 1 (J2H . 
r or or r 2 (] cp2 z m 

(2.1a) 

in which 

(2.1b) 

and K is the intensity of the source measured in volts 
and o«('t - ('to) is the Dirac delta function. The wavenum­
ber k for the ith layer is 

k/=W(J.l/E j )I!2, i=O, ... ,m (2.1c) 

where J.l/ and E/ are the permeability and complex per­
mittivity for the ith layer. The dual problem, excitation 
of horizontally polarized waves by electric line sources, 

FIG. 1. Magnetic line source parallel to a multilayered cir­
cular cylindrical structure. 

Copyright © 1974 American Institute of Physics 1977 
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========~===:=::::~=~ Re(v) 
L 

.1', 

·1'2 
·1'3 

·.1'4 ......• v.~ ... 

FIG. 2. Path of integration in the v plane. 

can be treated in a similar manner. Suitable expressions 
for the Dirac delta function 15(cf> - cf>o) are obtained by 
considering the solution to the differential equation 

(2.2a) 

in conjunction with the periodic boundary conditions 

d d 
cI>(cf>+21T)=cI>(cf» and dcf>cI>(cf>+21T)=dcf>cI>(cf», cf>*cf>o. 

(2.2b) 

Thus the Green's function cI> (A, cf» isS 

cI> (A, cf» = cos[v(1 cf> - cf>o 1- 1T)]/2v sinv1T, 1 cf> - cf>o 1 < 21T, 

(2.3a) 
where 

v =..fX, 0",; argA < 21T (2.3b) 

and the appropriate expansions for the Dirac delta func­
tion 15 (cf> - cf>o) are 

1 
15(cf>-CPo)=-2 .~cI>(A,cp)dA 

1Tt 

=~! cos[v(~ - CPo -1T)] dv 
21Tt L smV1T 

1 '" = -2 :B (2 - l5on) cosn(cp - cf>o}. 
1T n 

(2.4a) 

(2.4b) 

(2.4c) 

The contour in (2. 4a) is I A 1-0() , 0",; argA"'; 21T, and for 
(2. 4b) the path of integration L is along the real axis 
as shown in Fig. 2. In (2.4c)l5,.rr is the Kronecker delta. 

We now seek a solution for He(r, cp) of the form 

H ( cp) = ~1 H( ) cos[v(cf> - cf>o - 1T)] d 
z r, 21Ti r, v SinV1T V. (2.5) 

Substituting (2.5) for H" and (2. 4b) for l5(cp - CPo) into 
(2 .1a), we obtain the differential equation for H(r, v) 

(2.6a) 
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where 

C=iwerK' and el=e(ro), rl_1,/>rO>ri.I+1' (2.6b) 

Since the tangential electric and magnetic .fields are con­
tinuous at each interface where r=rl •I+1 (Fig. 1), 
H(r, v) satisfies the boundary conditio'ns . 

(2.7a) 

and 

(2.7b) 

Hence the solution to the Green's function H(r, v) [(2.6)] 
is 

(2.8a) 

where H~)(z) and H~)(z) are Hankel functions of the 
first and second kind and 

(2.8b) 

I-n !!l (Tf+I{_/Tf_p)S~+l-p'/_I>[H~1)(knr) + R~TH~)(knr)], 

n=:i-1, ... ,0 

n-I 
l!l (Tf+p_/Tf1!)S~+l>_l.l+I>[H~1)(knr) + R~TH~)(knr)], 

n=i+1, ... ,m 
(2.9a) 

and 

I-n 
n (Tf+1_/Tf~)S~+1_p.l_I>[H:)(knr) + R~TH~1)(knr)], 
Pal 

n=i-1, ... ,O 

'/';:(r) = H (2 )(k r) + RUTH (1) (k r) 
'f'. "I i v I' 

n-l !!1 (Tf~jTf+l»S~+1>_1.1+I>[H~2)(knr) + R~TH~1)(knr)], 
n=i+1, .•. ,m. 

(2.9b) 

The reflection coefficient at r = r i .1+1 looking in the - r 
direction is Rf and the reflection coefficient at r=r/-l,l 
looking in the + r direction is Rf. 
Thus, 

i==O,l".m-l 

(2.l0a) 

i==1,2···m, 

(2.10b) 

in which R Id+1 and R I+1,l are for i=O, 1. .. m-l 

(2.lla) 
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and 

R __ 1)'tl ln' Ht(k,+!r, '+1) -1), In' H~)(klr,.It1) 
1+1.1 - 1)1+lln'H/)(kltlrl.l+l) -1)1 In' Hv )(klrl.ltl) 

(2.11b) 

where In' u(x) = (du/dx)/u. For r 1•1•1- co , Rld+1 = 
-R1+1d and (2.11a) and (2.11b) reduce to the familiar 
Fresnel reflection coefficients for two semi-infinite 
media. The ith medium intrinsic impedance is 

1)1 = (1-L/€1)1/2. (2.11c) 

Fori=0,1,2"'m-1 

Rfr = RfH~l)(klrl,ltl)/ H~ )(k1r i .l+1)· 

Similarly, fori=1,2,3···m 

(2.12a) 

(2.12b) 

In view of the radiation condition, and since the surface 
r= a is perfectly conducting 

(2. 12c) 

Furthermore, 

and 

RfH =RfrH~)(klrl-1.1)/H~l)(klrl_l.I)' i=1,2, ... ,m, 

RfH =RfrH~)(klrl,l+l)/HvC2)(klrl.l+l)' i = 0,1, ... m -1, 
(2.12d) 

Tf = 1 + Rf, TfH = 1 + RfH, Tf = 1 + Rf , 

TrH =l+RfB, (2.12e) 

S~_l.n = H~l)(kn_lrn_l)/ H:1
) (knr n_1 ,n) = l/S!,n_l> (2.13a) 

S!-l,,..= H~)(kn_lrn_l,n)/H~)(knrn_l) = l/S~,n_l' (2.13b) 

It follows from the properties of the Hankel functions 
that H(r, II) is an even function of II and the expans ion 
(2.5) is justified. 

Substituting (2. S) into (2.5) the magnetic field can be 
expressed as 

_£( COS[II(CP-CPO-7T)][ ()U 
H.(r, cp)- slL sinll7T[(l/Rfr)-RfrJ ~ r 1/Jv (ro) 

+{1Jt' (r)~ (ro) - ~ (r)1Jt' (ro)}U(r - ro)] dll, 
(2.14) 

in which U(r - ro) is the unit step function. The location 
of the poles of the integrand in the lower half plane 
(below the path of integration L) is given by the solu­
tions II = II n (n - 1 , 2, 3 •.• ) of the modal equation 

(l/Rfr) -R~r=o, Im(IIn)";; O. (2.15a) 

From (2.9), it follows that for 11= lin (see Fig. 2) 

~ (r) = 1/J~(r) "" 1/Jv(r). (2.15b) 

Hence, the factor of U(r - ro) in (2.14) vanishes at II 
= lin' Furthermore, the expansion (2.4) is symmetric 
in cP and CPo and over the semicircle 1111- co in the lower 
half plane 

cos [110 cP - CPol-7T)] _ I cP - cP II () 
sinll7T exp 0 mil. (2.16a) 
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Therefore, it follows that (2.14) reduces to 

H (r -+-) = iKf cos[II(1 ~ - CPol- 7T)] l/f.?(r)1/JU(r ) ~ 
• ' 'I' 2 L smll7T v v 0 D(II) , 

(2.16b) 

in which 

(2.16c) 

Since medium m is a good conductor, for I km(r m-1.m - a)1 
»1, R~H - O. Therefore, the expression for H.(r, cp) 
[(2.16b)] for r~ r m-l,m does not depend on the particular 
value of a, as expected. 

3. SPECTRAL R EPR ESENT ATI ONS FOR «5 (r - r 0 ) 

To obtain the appropriate complete expansions for 
6(r-ro), we substitute (2.16b) for H. into the differ­
ential equation (2.1). Noting that the Green's function 
<I>(i\,cp) [(2.3a)], satisfies (2.2a) and that 1/J~ and ~ 
[(2.9)] are solutions to Bessel's differential equation, 
it follows that 

6(r-ro)=! ~(kr)1/J~(kro)Zv(r) D~~) (3.1a) 
L 

in which the transverse wave impedance Zv(r) is 

Zv(n) = II/w€r=1)11/kr. (3.1b) 

From the completeness relationship (3.1), we obtain 
the following transform for the magnetic field 

H .(r, cp) =i H(II, cp)1/J~(r) ~~~~ dll, (3.2a) 

where 

H(II, CP)=/'" H.(r, cp)1/J~(r) ?(~i dr 
If 

(3.2b) 

and C(II) is a normalization coefficient. 

From Maxwell'8 equations, we have 

1 ~ . E r ocp =lW€ r' (3.3a) 

~ . E - or =lW€ q" (3.3b) 

and 

- -(rE \- -E =-iw/J.H -J . 1 ~o 0) 
r or q,' ocp r • m 

(3.3c) 

Hence, the basis function for the transverse component 
of the electric field Er is - ~(r)Zv(r) and the appro­
priate transform pair is 

E r(r,cp)={E(II,cp)z,,(r)1fv(r) ~~~~ dll, 

E(II, cp)=1'" Er(r, cp)1/J~(r) C~:) . 
a 

(3.4a) 

(3.4b) 

The orthogonality relationship corresponding to (3.1) is 

(3.5) 

The general express ions for the transform pairs (3. 2) 
and (3.4) correspond to the Bessel transform derived 
earlier for open cylindrical structures characterized 
by convex, surface impedance boundaries. 1 
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The corresponding Watson type transforms7 may be 
obtained by deforming the path of integration L in the 
lower half v plane. Thus accounting for the residues at 
the poles v=vn [(2.l5a)] and using (2.l5b), we obtain 

Ii(r-ro)= - 271i 'tl/lv(r)l/Iv(ro)Zv(r)/(oD(v)/ov), 
n=l 

v= vn' 
(3.6) 

and 

H,,(r, rp) =6H (v, rp)l/Iv(r)/Nv, (3.7a) 
n 

(3.7b) 

Er(r, rp)= -6E(v, rp)I/Iv(r)Zv(r)/Nv , (3. Sa) 
n 

(3.8b) 

in which the product of the normalization coefficients 
Mv and Nv is 

i oD(v) 
MvNv = 271 --a;-' V= "'n' (3.9) 

The orthonormal relationship corresponding to (3.6) is 

(3.l0a) 

in which /1=/1m and v=vn (m,n=I,2,3 ••• ) are solutions 
of the modal equation (2 .15a). The orthogonal relation­
ship (3.10) (n*m) can be verified by direct integration 
of (3 .10a). Integrating over each layer separately, we 
get 

1'" I/Iv(r)l/I,. (r)Zv(r) dr= t ~ rvr (1/1,. (r) o~y(r) 
a 1.1 /1 - '" LWE \.' ur 

01/1 (r)~~ rj_I,1 
-I/Iy(r) ~ r- . 

i-1,1 

1 [vr (1/1 (r) ol/ly(r) _1/1 (r) 01/1 .. (r)\l 00 

- /12 - If WE,. Or y dr JJ a 

(3.10b) 

In view of the boundary conditions (2.7) and (2.l2c), 
it can be shown that (3 . lOb) vanishes. It is interesting 
to note that the basis functions I/Iy(r) are orthogonal over 
the range a < r < 00, and not over the finite region 
rl_I,1 <r<rl,l+l" If, however, the boundaries r=r'~l.l 
and r=r l ,/+l are characterized by the surface imped­
ances Z~ and Z:, respectively, the exact boundary con­
ditions (2.7) are replaced by the approximate boundary 
conditions 

The corresponding reflection coefficients are 

R U _ i7J,ln' H~)(k,rHrI) - Z~ 
I - _ i'T],ln' H~)(klrl-l) + Z~ 

and 

(3.lIa) 

(3. lIb) 

(3.lIc) 

In this case, it can be readily verified that the basis 
functions are orthogonal over the region r l _1 ,1 < r 
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<rl .i+1' The value of the product Mflv' can also be de­
rived by direct integration of (3 .10a) for m = n; how­
ever, this tedious manipulation has been avoided and 
the result is given in closed form (3.9). For the spe­
cial case when EI and /11 are the same for all i, and a 
- 0, it can be shown that the transform (3.2) reduces 
to the Kontorowich Lebedev transform. 1,8 

When the radius of the cylindrical structure is very 
large and the effects of curvature can be neglected, the 
field transforms (3.2) and (3.3) can be shown to merge 
with the generalized Fourier type transforms derived 
recently for multilayered structures. 9 To this end, we 
set 

v == (3R and u/ == (k~ - (32)1/2, 1m «(3) ~ 0, Im(ul) ~ 0, 
(3.12a) 

r=y+R, rl-l,k=hi-l.l+R, x=Rrp. (3.12b) 

The normalization coefficient C(v) is chosen to be 

C("')=21f(~\H/;}.)(koR)/RDr and D(",)=4/RDT wE . 
\wEoRJ y 0 0 0 

(3.12c) 

Taking the limit R/ A - <10, (3. 2a) and (3. 2b) reduce to 

and 

H((3, x) = .r.: Hz{Y, X)I/IUh{y, u)Z(u, y) dy, 

in which 

(3.13a) 

(3.13b) 

~h{y, u) - [exp(iuoY) + Rgh exp(- iuoy)]/Rgh, y? hO,l 

(3.14a) 

I/IUh{y,u)-R~hexp(-iUoy)/271Z0(U), y?hO,l' (3.14b) 

Z(u, y) = (3/ WE, Zo(u) = (3/ WEo' (3.14c) 

and Rgh is the reflection coefficient for a horizontally 
stratified structure 

Rgh = lim Rgr. (3.14d) 
R-

The expreSSions for ~h and I/IU\ for y < ho,v may also 
be obtained by taking the limit R _00; however, they can 
be written directly using (3.14) since I/IDh,l/Iuh,E-10~h/oy 
and €-l o1/Ph/oy are continuous at each interface. The 
integrand in (3.13a) has branch points at Uo=O and um 
=0 and poles at l/Rgh=O. Thus, it can be shown that 
the magnetic field can be expressed in terms of a 
Fourier-type transform conSisting of two branch cut 
integrals (the radiation and lateral wave terms) and a 
finite number of surface wave terms which are due to 
the residues at the poles of the integrand (3 .13a). 9 

In view of the boundary conditions (2.7) for multilay­
ered cylindrical structures and the property of the con­
junct J for Bessel functions, the quantity J(I/I~, I/I~)/€ 
= const for a < r < 00. Hence 

J(~ ,~)/E = !.[~o1/!~/or -1/!~o~/or] = const. (3.l5a) 
€ 

On substituting (2.9) into (3.15) it follows that for 
r l • i+1 ~ r~ r i - 1tf 

(3.15b) 
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Hence, for values of v satisfying the modal equation 
(2 .15a), 

J(IJI:,1JI~)/E=0, V=Vn ' a<r<oo. (3.15c) 

But J(IJI: ,1JI~) is proportional to [1 - R~rRfr] for p 
= 0,1,2· • ·m. Thus, the resonance condition 

(l/R~r)-Rfr=o (3.15d) 

is satisfied in each layer of the structure (p 
=0,1,2·· 'm) for the same values of v= v" (n. 
=1,2,3 .. ·).9 

4. DIFFERENTIAL EQUATIONS FOR THE WAVE 
AMPLITUDES 

It is often more convenient to express the electro­
magnetic fields in terms of the forward and backward 
propagating wave amplitudes a(v, cp) and b(v, cp), 
respectively. In view of the normalization chosen in 
(3.7) and (3.8), we set 

H(v,cp)=a(v,cp)+b(v,cp) (4.1a) 

and 

E(v, cp)=a(v, cp) - b(v, cp). (4.1b) 

Eliminating Eq,from Maxwell's equations (3.3), we get 
for the transverse field components 

(4.2a) 

and 

OE/OCP=iWJ.J.tH2+:2 o~(r(JH/or~ +rJm . (4.2b) 

Expressing H2 and Er in terms of the transforms H(v, cp) 
and E(v, cp) and using the orthogonality relationship 
(3 . lOa) , we get the inhomogeneous telegraphist's 
equations 

- dH(v, cp)/ dcp = ivE(v, cp) 

and 

- dE(v, cp)/ dcp =ivH(v, ¢) + K 1JIv (ro)6(¢ - CPo)/Mv ' 

(4.3a) 

(4.3b) 

Thus the differential equations for the wave amplitudes 
are 

- da(v, ¢)/d¢=iva(v, cp) +K1JIv (ro)6(¢ - ¢o)/2Mv 
(4.4a) 

and 

- db(v, ¢)/ d¢ = - ivb(v , cp) - K 1JIv (ro)6(¢ - ¢o)/2Mv ' 

(4.4b) 

The solutions to (4.4) for 0 < ¢ - CPo < 21T are 

a(v, cp) = iK 1JIv (ro) exp[ - iv(¢ - CPo - 1T)]/4Mv sinv1T 

and 

Thus on substituting (4.5) into (3. 7a), we get for 
1¢-¢ol<21T 
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The above solution (4.6) can be shown to agree with 
(2 .16b). For dissipative media and when kr» 1 and 
kro» 1, only the direct waves between the source and 
observation pOint need be retained since 

cosv(I~-¢ol-1T) -i{exp(-ivlcp-¢ I) 
smV1T 0 

+ exp[iv(1 cp - CPo 1- 21T)]}. (4.7) 

5. CONCLUDING REMARKS 

In this paper, we have derived generalized transforms 
that are suitable for the expansion of electromagnetic 
fields in multilayered cylindrical structures. The re­
lationship between these transforms and the. Watson 
and Kontorowich-Lebedev transforms has been estab­
lished. It has also been shown that these field trans­
forms merge with the Fourier-type transforms derived 
earlier for parallel stratified media when the radius of 
curvature of the structure, R- o(). The characteristic 
(basis) functions used in the analysis are shown to be 
orthogonal over the region a < r ~ 00 when medium m is 
assumed to be a good conductor and I k m (r m-l - a) I »1. 
The characteristic functions are orthogonal, over the 
cross section of one of the layers of the structure rl i+1 

~ r~ rl_l.l, when the approximate surface impedance' 
concept is employed. The normalization coefficients for 
the baSis functions are derived directly in closed form 
without recourse to integration over the region a < r 
< 00. 

The generalized transforms provide the basic mathe­
matical tools for the analysis of radio wave propagation 
in irregular cylindrical waveguide structures in which 
both the thickness and the electromagnetic parameters 
of the structure's layers vary as a function of distance 
along the path of propagation. 3 In this case it is seen 
that the differential equations for the wave amplitudes 
a(v, cp) and b(v, ¢) are coupled. 
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Full wave solutions to problems of propagation in irregular cylindrical structures are derived. The 
electromagnetic parameters and the thickness of the layers of the structure are assumed to vary along 
the path of propagation. Exact boundary conditions are imposed at each interface between the layers 
of the structure, and the solutions are shown to satisfy the reciprocity relationship in electromagnetic 
theory. This analysis is a generalization of an earlier solution to the problem of propagation in open 
cylindrical structures characterized by convex, surface impedance boundaries. It can be employed to 
solve more realistic models of pertinent propagation problems over a broad frequency range. These 
include problems of propagation in the earth's crust and in the ionosphere and over widely varying 
propagation paths on the surface of the earth. For the purpose of the analysis, we employ 
generalized field transforms that provide suitable bases for the expansion of the electromagnetic fields 
in nonuniform cylindrical structures. 

1. INTRODUCTION 

Due to the lack of rigorous solutions to propagation 
problems in irregular structures, it is often necessary 
to idealize significantly the original problem under con­
sideration to obtain tractable solutions. In this paper, 
we derive full wave solutions to the problem of propa­
gation in irregular multilayered cylindrical structures 
in order to investigate more suitable models of propaga­
tion problems. It is assumed, in this analysis, that the 
electromagnetic parameters J1. and E and the thickness of 
the structure's layers are functions of distance along 
the propagation path. 

Rigorous boundary conditions are imposed at each 
interface of the nonuniform multilayered structure and 
the solutions are shown to satisfy the reciprOCity rela­
tionships in electromagnetic theory. Thus, these solu­
tions are applicable over a very wide frequency range 
and they are valid for the region between the innermost 
boundary r= r m-l.m around a good conducting core and 
r - 00. Since propagation though the conducting core is 
negligible, a reference surface r=a< r m_l •m is assumed 
to be perfectly conducting for convenience. The region 
of propagation is assumed to extend to infinity since, in 
general, it is not justified to represent the lower iono­
sphere by a sharp boundary characterized by a surface 
impedance independent of excitation. Using a uniform, 
spherically stratified model of the earth-ionosphere 
waveguide, Tran and Poiki have recently demonstrated 
the limitation of using an impedance boundary condition 
derived from a planar model of the lower ionosphere. 
Furthermore, in irregular multilayered structures, the 
impedance boundary conditions introduce additional 
errors in the analysis. 2 

Generalized field transforms for the transverse com­
ponents of the electromagnetic fields are used to facil­
itate the full wave analysis. 3 

2. FORMULATION OF THE PROBLEM 

The ith layer of the irregular cylindrical structure we 
consider is characterized by the inhomogeneous com­
plex dielectric coefficient El ( rf» and permeability 
J1.1( rf» (i = 0, 1, ... , m). The interface between two ad­
jacent layers of the structure is given by rj-l.l(rf» (see 
Fig. 1). Thus, for r H •1 ""r ""r l ... I , 
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For axially oriented line source excitations, the elec­
tromagnetic fields are also independent of the axial 
variable z. We consider, in detail, only excitation by 
magnetic line sources J m that radiate vertically po­
larized waves. Solution to the dual problem, excitation 
by electric line sources J (that radiate horizontally po­
larized waves) can be derived in a similar manner. An 
exp(iwt) time dependence is assumed for the electro­
magnetic fields. Thus, for a z-directed line source 
J m( r, rf» of strength K (volts) located at r= ro and rf> = rf>o' 
the nonvanishing transverse components of the electro­
magnetic fields are3 

aH /a rf> = iWErEr 

and 

aE/arf> = iwJ1. (rH.+ k;:r (raH/ar»)+rJm 

in which k=W(J1.E)1/2 is the wavenumber, 

Jm(r, rf» =Ko(rf> - rf>o)o(r- ro)/r 

and o( a - a o) is the Dirac delta function. 

(2.1a) 

(2.1b) 

(2.1c) 

Since the tangential components of the electric and 
magnetic fields at each interface r=r,_I" (i= 1, 2 ... m) 
must be continuous, the exact boundary conditions at 
each interface of the irregular cylindrical structure 
are 

and 

nl_I .• x [E( r;_l .• ' rf» - E( rj_l.f' rf»] = 0 

in which the unit vector normal to the interface 
r=r i _I •• is 

_ (- 1 d -) n._ I •• = ar - ~ dA. r._I •• a~ 
s-l. J 'f' 

Thus, 

In' r i_I .• [Er(rj_l.I' cp) - Er(ri_I.i' rf»] + E~ (rt_l,I' rf» 

(2.2a) 

(2.2b) 

-E~(ri_I.i' rf»=0 (2.2d) 

Copyright © 1974 American Institute of Physics 1982 
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FIG. 1. Magnetic line source in irregular multilayered cy­
lindrical structure. 

where In'u=(du/dCP)/u and on eliminating E~ we get 

1 ' (E+ E-)' oH~ . ~ ° (2 2 ) n r i_l .i r - r + l1)i_l o(ki_lr) -t1) i o(kir) = . e 

in which 1)i = (iJ./Ei)1/2 is the intrinsic impedance for the 
ith layer. We assume that ri_l,i is finite for all 
i = 1,2 ... m; therefore, the transverse components of 
the electromagnetic fields, Er and H., are expressed in 
terms of their generalized Watson transforms3

: 

~ 

H.(r, CP) ="6 H(v, cp)lf!v(r)/N~, V= Vn' 
1 

and 
~ 

n=1,2,3 .. ·, 

(2.3a) 

(2.3b) 

Er(r, CP)=-"6 E(v, cp)l/l~(r)Z~(r)/N~, V= vn' n=l, 2, 3 .. ·, 
nd 

i-J Rl (Tf.f_/Tf..I»S~+l_I>'I_I>[H~l l(kJr) + RfrH~2 l(k Jr)], 

j=i-1" .. ,0 

j=i+1, .. ·,m. 

(2.4a) 

(2.4b) 

1983 

The order V= vn of the Hankel functions H~ll(kr) and 
H~2 l(kr) are solutions of the modal equation 

[(l/Rfr)-Rfr]=o, i=O,l'" orm, (2.6) 

in which 

Rfr =RfH~l l(kiri ,i+l)/H~2l(kiri ,i+l)' 

R~r = - H~ll' (kma)/H~2l' (kma), 

Rfr =RfH~2)(kiri_l,i)/H~1 l(kiri_l,i)' Rlfr = 0, 

and 

RfH = RfrH~2)(kiri_l, i)/H~l )(kiri-l,i), 

RfH = RfrH~l )(kir j ,i+l)/H~2)(kiri ,i+l)' 

(2.7a) 

(2. 7b) 

(2.7c) 

The reflection coefficient at r= ri.i+l looking in the - r 
direction is Rf and the reflection coefficient at r=ri_1,i 
looking in the + r direction is Rf. The explicit expres­
sions for these coefficients are given in the companion 
paper. 3 The transmission coefficients are 

(2.8) 

and 

S~_l.J =H~l)(kJ-l rJ_l,)/H~l)(kj rj_l,j) = l/S~,J_l' (2.9) 

For Ikm(rm_1,m-a)1 »1, R~H_O, thus for r;;,rm_1,m the 
expressions for the electromagnetic fields do not depend 
upon the particular value of a, 3 The product of the nor­
malization coefficients M~ and N~ is 

i 
Mfl~= 2;"0D(v)/ov, (2. lOa) 

in which 

D(v)=4[1/Rfr-Rfr]/wE" i=0,1,2'" orm.(2.10b) 

The transverse wave impedance is 

(2.11) 

In view of the normalization used in (2. 3) and (2.4), the 
forward and backward wave amplitudes a(v, cp) and 
b(v, </», respectively, are expressed as follows in terms 
of the magnetic and electric field transforms: 

H(v, cp)=a(v, CP) + b(v, CP), 

E(v, CP) = a(v, CP) - b(v, CP). 

(2. 12a) 

(2. 12b) 

For uniform cylindrical structures the basis functions 
l/l~ are functions of r only; however, for nonuniform 
structures, l/lv are also implicitly functions of cp through 
the parameters iJ.i' Ei and ri-l,i' 

3. THE COUPLED DIFFERENTIAL EQUATIONS 
FOR THE WAVE AMPLITUDES 

The partial differential equations (2.1) for the trans­
verse components of the electromagnetic fields in con­
junction with the boundary conditions (2. 2a) and (2. 2e) 
are converted into ordinary differential equations for 
the wave amplitudes a(v, CP) and b(v, CP). To this end, we 
express the Dirac delta function 5(r- ro) in terms of 
the transforms (2.3). Thus, 

"" 
5(r-ro)= "6 l/lV<r)l/lv<ro)Z~(r)/Mfl~, v=vn' 

n= 1 
(3.1a) 

(2.5) The orthonormal relationship between the basis func-
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tions 1/I.(r)'and I/J,,(r) corresponding to the roots V= vn 
and IJ. = v m of the modal equation is 

x (1/1" ~~ - 1/1. aa~f' (3. 1b) 

where 0nm is the Kronecker delta and since 1/1. is piece­
wise continuous, the integration in each layer of the 
structure is carried out separately. Since at each inter­
face, r =ri - 1.i' 1/1. and (1/w~)a1/ljar are continuous, the 
basis functions satisfy the appropriate boundary con­
ditions, (2.2), only when r i • i _!' ~i' and /J.I are not func­
tions of cp for all i. Thus, for nonuniform cylindrical 
structures, the individual terms of the expansions (2. ~) 
and (2.4) do not satisfy the boundary conditions (2.2). 
Hence, it is not permissible, in general, to interchange 
orders of differentiation and summation whenever it is 
necessary to differentiate (2.3) and (2.4).2 Multiply 
(2. 1a) by 1/I.(r)Z.(r)dr/M. and integrate with respect to 
r over the interval (a, 00). Thus, on noting that 

I ~ aH.l/I.Z. dr= _a_ f~ H l/IvZv dr 
a acp Mv acp a • Mv 

-f~ H ~(l/IvZv) dr 
a -acp M .. 

m d (1/IvZv)r1-1 .; 
+ ~ dA-. r i _1 .; H. M" 

1_1 'f' v ri_1.1 
(3.2) 

and using the orthonormal relationship (3. Ib), we get 

- ~v, cp) = ivE(v, cp) - t C(v, /J.)H(/J., cp), /J. = /J.p' 
cp p.1 

p= 1, 2,3"', (3.3) 

in which 

C(v, /J.)=f~ _a_ (l/ivZv) ~ dr- t (~\ ri_1,; 
a cp M v N" I =1 M .,N" J _ 

4 "i .. 1,1 

d X-r dcp 1-1,1' 
(3.4) 

Similarly, multiply (2.1b) by l/ivdr/Mv and integrate over 
the interval a <;;1"< 00. Using Green's theorem in one 
qimension, it can be shown that 

J~ _1_ ~ (r aH.) A dr= 1'" _1_.!!..L ~ (r al/lv) dr 
a iw~ ar ar Mv a iWE Mv or ar 

The last term in (3.5) vanishes since H. and 
- (l/wE)alJ!jar are continuous at each interface r=ri _1 ,1' 

Thus, on employing the orthonormal relationship (3. Ib) 
and the boundary condition (2. 2e), it follows that 

dE(v cp) '" 
- d¢ =ivH(v, cp)- E D(v, /J.)E(IJ., cp)+J(v, cp), 

P=1 

(3.6) 
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in which 

D(v, /J.)= f'" .i... (..3&.) IJ!'J/u. dr 
a acp Mv " 

(3.7) 

and 

(3.8) 

Expressing the field transforms H(v, cp) and E(v, cp) in 
terms of the wave amplitudes a(v, cp) and b(v, cp) [(2.12)] 
we obtain from (3.3) and (3.6) the ordinary coupled dif­
ferential equations for the wave amplitudes 

da(v,cp) . ( A-.) 
- dcp - tva v, 'f' 

'" 
= 6 S:: a(/J., cp) +S:: b(/J., cp) +J(v, cp)/2 

p.1 
(3.9a) 

and 

-J(v,cp)/2, /J.=Vp, p=1,2,3 .. ·, 

(3.9b) 

in which the transmission scattering coefficients are 

S:: =S~:= - [C(v, /J.) + D(v, /J.)l!2 

and the reflection scattering coefficients are 

S~: =S~: = - [C(v, /J.) -D(v, 1J.)l!2. 

4. THE SCATTERING COEFFICIENTS AND THE 
RECIPROCITY RELATIONSHIPS 

(3.9c) 

(3.9d) 

Before obtaining explicit expressions for the scat­
tering coefficients, we determine the relationship be­
tween the coupling coefficients C(v, /J.) and D(v, IJ.). Dif­
ferentiating (3.1b) with respect to cp for V= vn and IJ. = vm , 

we get 

(4.1) 

Hence, it is only necessary to evaluate the expression 
for D( v, /J.) to determine the scattering coefficients. 
Furthermore, it follows that 

Mv S"''''=~S'''''' for a=A or B 
N v v" N" uv 

(4.2a) 

and 

(4.2b) 

In view of the normalization adopted in this paper, (4.2) 
satisfies the reciprocity relationships in electromagnetic 
theory. 3,4 

The choice M .IN v = 1 for the normalization coefficients 
simplifies (4. 1) and the reciprocity relationships (4. 2); 
however, at times it is more convenient to choose 
Mv/Nv in some other manner. 3 Noting the relationship 
between (3.1b) and the expression for D(v, /J.), (3.7), it 
follows that for v:f. /J., 



                                                                                                                                    

1985 E. Bahar: Full wave solutions 

D(v, jJ.) 

(4.3) 

On differentiating (3. 1b) with respect to cP for V= jJ., we 
get 

2D(v, v) + ddcp In(~:1 + ['" ddcp [In(v/wE)] ~~v dr 

(4.4a) 

f d~ [In(v/wE)] lPtft: dr= d~ [In(v/wE)] ~;~ 
x ( ~_ olPv ~) 

lP,.. ovor ov or • 

(4.4b) 

It is interesting to note that the expressions for the 
scattering coefficients (3.9) may also be derived by im­
posing the condition that H.(r, cp) and Er(r, cp) are con­
tinuous at planes cp = const separating two cylindrical 
structures whose electromagnetic parameters are Ej(cp), 
jJ.1(CP), and Ej(cp+.6.cp), jJ.1(CP+.6.CP), respectively, and with 
concentric boundaries at r l _1 •1 and rl-l,l- + (d/dcp)r l _1•1 .6.cp. 

The general expression for olPiocp in (4.3) is 

(4.5) 

A similar expression can be written for o2lPiocpor. Thus, 
as expected, the scattering coefficients are also in­
dependent of a, when medium m is a good conductor. 

5. SOLUTIONS FOR THE WAVE AMPLITUDES 
The forward and backward wave amplitudes a(v, cp) 

and b(v, cp), respectively, are solutions of the inhomo­
geneous first order ordinary differential equations 
(3.9). The effect of the source term J(v, cp)/2 is to pro­
duce a jump in the value of a(v, cp) and b(v, cp) at 
cp= CPo. On integrating (3.9) with respect to cp over the 
infinitesimal range CPo '" cp '" cp~, we get 

(5.1a) 

and 

(5. 1b) 

Thus, to evaluate a(v, cp) and b(v, cp) it is convenient to 
set J( v, cp) = 0 in (3. 9) and solve the resulting homo­
geneous differential equations in conjunction with (5.1). 
The Runge-Kutta method can be used to solve these 
equations numerically. 6 

We consider here iterative solutions that are very 
suitable when the power coupled into spurious modes is 
small compared to the power associated with the incident 
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mode. In this case, the first order or WKB type solution 
to (3.9) is obtained by setting S1A =S~: =0 for all v and 
jJ. and S1:=S~:=0 for v*jJ.. Using (4.1), it follows that 

SAB=SBA= -In .:..:..J!.. 
d (N )1/2 

vv W dcp Mv • (5.2) 

Thus we get for 0 < cp - CPo < 27T 

a1(v, cp)=iJvoAv(cp, cpo)exp[ - i( t v(cp')dcp' - 8)]/2 sin8 
~o 

(5.3a) 

and 

b1(v, cp)=iJvoBv(Cp, cpo)exp[i( t v(cp')dcp' - 8)]/2 sin8 
~o 

(5.3b) 

in which 

1
2W 

8= ~ v(cp')dcp' 
o 

(5.3c) 

and 

(
Mv(CPo)Nv(CP») 1/2 

Av(cp, CPo)=B)cp, CPo) = Mv(cp)Nv(CPo) . (5. 3d) 

The integral r:o v(cp')dcp' constitutes the familiar phase 
memory concept in slowly varying media and (5. 3d) is 
consistent with power conservation. If the normalization 
coefficients Mv and Nil are chosen such that Mv=Nv, 

Av( cp, CPo) = Bv( cp, CPo) = 1. For uniform structures, the 
phase memory integral is v( cp - CPo), 8 = V7T, and 
Av( cp, CPo) = B) cp, CPo) = 1. 3 For kr» 1 and kro» 1, we 
retain only the direct waves between the source and the 
observation point and ignore the contributions from the 
waves that creep around the cylindrical structure p 
times, p = 1, 2, 3 .... 7 Thus, 

a1( v, cp) '" - J voAv( cp, CPo) exp [- i~: v( cp' )dCPJ U( cp - CPo) 

(5.4a) 

and 

b1(v, cp)"'-JvoBv(cp, cpo)exp~~: V(CP')dCP'] U(CPo- cp) 

(5.4b) 

in which U( cp - CPo) is the unit step function. 

The second order iterative solutions are obtained on 
substituting (5.3) or (5.4) for the wave amplitudes in the 
terms in the right-hand side of (3.9). Thus, 

a2(v, cp) = Gva
1(v, cp) - U(cp - CPo>f.~ Av(cp, cp') 

~o 

xexp [- if V(CP")dCP"] Ncp')dcp', (5.5a) 

in which 

., '" 
fl(CP)= 6 S~:a(jJ., cp)+ 6 S~"Bb(ll, cp), v=vn, 1l=ll p• 

p =1 p =1 

(5.5b) 

The constant Gv in (5. 5a) is determined by imposing the 
jump condition (5.1a). When only contributions for direct 
waves are conSidered, Gv = 1 and a1(v, cp) is given by 
(5.4a). Expressions similar to (5. 5b) may be written 
for the backward wave amplitudes b(v, cp). 



                                                                                                                                    

1986 E. Bahar: Full wave solutions 

6. CONCLUDING REMARKS 

The problem of propagation of radio waves excited by 
line sources in nonuniform cylindrical structures has 
been reduced to the solution of ordinary first-order dif­
ferential equations for the forward and backward wave 
amplitudes. These full wave solutions which satisfy 
exact boundary conditions at each interface of the multi­
layered structure are shown to satisfy the reciprocity 
relationships in electromagnetic theory. 

For the purpose of the analysis, generalized field 
transforms are employed. 3 These transforms provide 
complete expansions for the electromagnetic fields in 
terms of discrete sets of modes that are very suitable 
for numerical evaluation when the distance between the 
transmitter and receiver is large compared to a wave 
length. B.9 When the separation between the transmitter 
and receiver is small, and the effects of curvature are 
negligible, it is more convenient to use a parallel 
stratified model to analyze the problem. 2 The relation­
ship between the generalized field transforms for cy­
lindrical structures and the Fourier-type transforms for 
parallel stratified structures has been established. 

Since it is assumed in the anlaysis that the electro­
magnetic parameters as well as the thickness of the 
layers of the structure vary along the propagation path, 
the solutions have wide applications to problems of 
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propagation in both open and closed irregular guiding 
structure s. 
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In this paper, spectral properties of the time-independent linear transport operator A are studied. 
This operator is defined in its natural Banach space L l(D X V), where D is the bounded space 
domain and V is the velocity domain. The collision operator K accounts for elastic and inelastic 
slowing down, fission, and low energy elastic and inelastic scattering. The various cross sections in 
K and the total cross section are piecewise continuous functions of position and speed. The two 
cases vo>O and vo=O are treated, where Vo is the minimum neutron speed. For vo=O, it is shown 
that I7(A) consists of a full half-plane plus, in an adjoining strip, point eigenvalues and curves. For 
v 0 > 0, I7(A) consists just of point eigenvalues and curves in a certain half-space. In both cases, the 
curves are due to purely elastic "Bragg" scattering and are absent if this scattering does not occur. 
Finally the spectral differences between the two cases Vo> ° and vo=O are discussed briefly, and it 
is proved that A is the infinitesimal generator of a strongly continuous semigroup of operators. 

I. INTRODUCTION 

Since the pioneering work of Lehner and Wing, 1 the 
spectrum of the linear or "neutron" transport operator 
has been the subject of intensive study by mathemati­
cians, phYSiCists, and nuclear engineers. 2-37 Knowledge 
of this spectrum is, as has been stressed in Ref. 1, a 
necessary prerequisite to the calculation of eigenfunc­
tion expansions for time-dependent problems. (In some 
cases, due to the existence of a half plane of "con_ 
tinuum" spectrum, analysis has shown that such ex­
pansions are not feaSible. ) In addition, knowledge of the 
spectrum is important in the interpretation of pulsed 
neutron experiments. 

It would be a formidable task to summarize the re­
search embodied in the references (which listing should 
not be considered all-inclusive, incidentally, but only 
representative). We would like to make a few general 
comments, however, about their contents in order to 
motivate our own work. 

A great deal of the above work involves specific mod­
els of the transport operator (i. e., of the collision term 
and the geometry). Thus Ref. 1 treats a one-speed, one­
dimensional equation with isotropiC scattering, while 
Ref. 12, for another example, deals with a three-di­
mensional ideal gas scattering model. As the years 
progressed, various authors attempted to treat in­
creasingly general problems. For example, we find 
Mika14 generalizing the results of Ref. 1 to anisotropic 
and energy dependent operators, still in one space 
dimension. As another example, Bednarz13 obtained 
some fairly general results but specifically excluded 
purely elastic scattering at thermal neutron energies. 
An attempt was made to remove this restriction17.27 but 
these results depend upon the assumptions that the mini­
mum neutron speed v is zero, and v~a(v) < v~(v) - A *. 
Here ~a and ~ are the elastic and total cross sections, 
and A * is the minimum value of v~(v), which is required 
to be at v = O. Some additional recent work36 has treated 
elastic scattering involving a discontinuity in the total 
reaction rate (as a function of neutron speed), but it 
contains a technical error in the proof of Lemma 2.38 

Most of the cited references employ a spectral analy-
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sis in Hilbert space similar to that in Ref. 1. However, 
other approaches have been used, two of which we shall 
mention here. 

First, we refer to a paper by Jorgens,2 where semi­
group techniques are used to treat the case of a finite 
body in which the minimum neutron speed va is positive. 
For this case Jorgens showed that the spectrum of the 
transport operator consists solely of isolated point spec­
trum. (Other authors, conSidering the case va = 0, have 
asserted that the spectrum should contain a half-space 
ReA -'S - A *.) 

Also, we refer to the homogeneous, infinite medium 
problems which have been treated31 by taking a Fourier 
transform in the space variable and a Laplace transform 
in time. One obtains a problem involving both time and 
space eigenvalues in which a dispersion law, i. e., a 
functional relation between the two quantities, is sought. 

The above brief overview of the previous work sug­
gests the motivations for the present paper. 

First, we employ a more general collision operator 
than has been considered previously. It consists of 
three terms: (i) a completely continuous portion, rep­
resenting elastic slowing down, fiSSion, and low energy 
inelastic scattering; (ii) a Singular nilpotent portion, 
representing inelastic slowing down; and (iii) a singular 
portion, representing low energy elastic "Bragg" 
scattering. 39 

Secondly, our work is carried out in an L1 space 
whereas nearly all previous work has been performed 
in L 2 • We do this because L1 is the natural space for the 
transport operator, since the integral of the angular 
density has physical significance. (In quantum mechan­
ics, where 1 if! 12 carries physical meaning, L2 is ap­
propriate. ) This point, incidentally, has been stressed 
by Case (private communications) and Ribaric, 37 who 
gives a lengthy discussion. See also Refs. 33 and 35. 

Thirdly, we treat the two separate cases va = 0 and 
va> 0 where va is the minimum neutron speed. (Thus 
our work for va> 0 will generalize Jorgens' results. 2) 
The differences in the spectrum for these cases is sub-

Copyright © 1974 American Institute of Physics 1987 
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stantial, and we shall briefly discuss these differences 
in Sec. 6. 

Finally, ~e feel that our methods have an advantage 
of being systematic. Subsequent generalizations, for 
example to problems of gas dynamics, should thus be 
made simpler. 

The plan of this paper is as follows. In Sec. 2 we de­
scribe the transport operator and its domain, and we 
introduce various restrictions which we find necessary 
to impose on the collision terms mentioned above. 

Section 3 is devoted to studying the spectrum of the 
streaming operator T, i. e., the transport operator 
minus collision terms. The results are embodied in 
Theorems 1 and 2, which state that a(T) (Ref. 40) con­
sists of a half plane or only the point at infinity, depen­
ding respectively upon whether the minimum neutron 
speed Vo is or is not zero. In Sec. 4 we study the one­
speed transport operator denoted by T + Ko; i. e., Ko is 
a collision operator which does not change the neutron 
speed. The analysis of this section depends heavily on 
the results of Sec. 3 and uses the concept of potentially 
compact operators41 and a theorem of Gohberg, 42 some­
times called the "Smul'yan" theorem. The first con­
clusions (Theorem 3) are that the spectrum of T + Ko, 
for fixed v, is a pure isolated point spectrum of finite 
geometrical multiplicity restricted to a certain left 
half-space. (These results are also proved in Ref. 2. 
The lack of "continuum" spectrum is due to our con­
sidering a finite body; for an infinite slab, for example, 
the one-speed operator does have a "continuum" spec­
trum. 5) Next (Theorem 5) we consider the "full" spec­
trum of T + Ko by considering all admissable values of 
v. As v varies, the (point) spectrum of T + Ko for fixed 
v shifts about to form curves; the full spectrum of 
T + Ko consists of the closure of this set of curves plus 
a( T). We also prove (Theorem 6) that for Vo = 0 and a 
sufficiently small body, all the spectrum is contained 
in the continuum, a result which has been argued 
heuristically7,10 and proved for certain models. 12,13 

All of these results are, of course, of greater or 
lesser importance depending upon how meaningfully one 
takes a one-speed model of the transport operator. 
However, we use these results in Sec. 5, in which the 
total transport operator T + K is considered and we 
prove that a(T + K) differs from a(T + Ko) only by the 
addition of point spectrum. Also, we make some 
estimates as to the location of this spectrum and we 
show that the low energy elastic scattering term Ko can 
introduce lines of spectra. 

Finally, we show, in Theorem 11, that the transport 
operator is the infinitesimal generator of a strongly 
continuous semigroup of operators. This theorem, in 
a sense, justifies this entire paper since it guarantees 
the existence of a semigroup which solves the initial 
value problem for the transport operator. 

In Sec. 6 we discuss our results and indicate the 
direction in which future work might be aimed. We con­
clude with an Appendix to which some of the technical 
details of the proofs have been relegated. 
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II. DESCRIPTION OF THE TRANSPORT OEPRATOR 

We take D to be an open, bounded, connected set of 
points r in three-dimensional configuration space. (If 
D is not convex then we require that neutrons emitted 
out of D be absorbed, so that the problem of reentering 
neutrons does not arise. ) We take V to be the three-di­
mensional velocity space consisting of velocities 
v=vn, with Inl=landvo";v,,;v1 <c, wherecisthe 
speed of light. (Since we are dealing with a nonrelativis­
tic equation, we require v1 «c. In a nuclear reactor, 
where the maximum neutron energy is about one percent 
of the neutron rest mass, this condition is certainly 
fulfilled. ) 

We define X as the Banach space of complex-valued, 
measurable functions 1/J(r, v), defined on 15x V, satisfying 

111/J11 = ( ( 11/J(r, v) I drdv < "", 
-'rED .J,.EV 

Now we shall describe the transport operator A and 
its (dense) domain Xo eX. 

We write A as the sum A = T + K where T is the 
"streaming" operator and K is the "scattering" or 
"collision" operator. 

The operator T is defined by44 

(T1/J)(r, v) = - [v· V + vl:(r, v)]1/J(r, v). (2.1) 

Here the gradient operator V acts only on rand vl:(r, v) 
satisfies the following properties: 

(a) vl:(r, v) is nonnegative, bounded, and piecewise 
continuous in rand v. 

(b) If Vo = 0, then 

ess inf lim vl:(r, v) =\ * 
rED v-o 

exists, and 

vl:(r, v) - \ * 
v 

(2.2) 

(2.3) 

where Co is a nonnegative constant. [If vl:(r, v) is mono­
tone increasing in v for each r, then Co automatically 
exists and can be taken to be 0.] 

(c) For Vo ;;. 0, we define the constant X( vo) by 

X( vo) = ess inf vl:(r, v). (2.4) 
rE D 

VOC v~ Vi 

We note that X(O),,; \*, and that equality holds if vl:(r, v) 
is monotone increasing in v. 45 

Now we define Xo to be the (dense) subspace of func­
tions 1/J such that 1/J( r, v) =:: 0 for rEaD and v pointing into 
D, and T1/JEX. T is a closed operator on Xo' Since K 
will be bounded on X, then A = T + K will be a closed 
operator on Xo' 

Next we discuss the scattering operator K. To do so, 
we write it as the sum 

K=Kc+K,+Ko' (2.5) 

where Kc,K" and Ko are all bounded operators in X. 

K c represents" continuum" scattering and is described 
by an integral operator: 
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(Kc1/J)(r, v) = J .. EV kc(r, v' - v)1/J(r, v' )dv' . (2.6) 

The kernel kc satisfies: 

(d) kc is nonnegative and piecewise continuous. Also, 
kc is bounded except possibly for the case vo=O, in 
which we allow 

(2.7) 

This "continuum" scattering corresponds physically to 
fission, high energy elashc slowing down, and thermal 
inelastic scattering. 

Kd represents high e~ergy inelastic scattering and is 
described by a "downsJ:1ift" operator of the form 

Mo -i''&n 
(Ka1/J)(r, v) = 0 (Kd )1/J)(r, v), 

m=l 

x 6[v' - wn(v)]1/J(r, V' )dV' . (2.8) 

Here the operator K~m) describes an event in which a 
discrete energy Em is lost by a neutron at r with initial 
speed wm(v) and final speed v. wm(v) is defined by 

Em = tNw~(v) - tNv2
, 

where N is the mass ofa neutron. The kernels k(m) 
d 

satisfy: 

(e) k<;') are nonnegative, piecewise continuous, and 
bounded: 

(2.9) 

(f) There exists a threshold speed v t such that, for 
all m, k~m)(r, v' - v) = 0 for v' < Vt. (v t is the threshold 
speed below which the high-energy inelastic scattering 
described by Ka cannot occur. ) 

It follows from the above description of Ka and from 
our assumption that neutron speeds are bounded above 
that Kd is nilpotent, i. e., there exists an integer MI 
such that 

(2. 10) 

Physically, this means that after a maximum of MI - 1 
consecutive high energy inelastic colliSions, a neutron 
must have speed below Vt' 

Finally, the operator Ko in (2. 5) is a "Bragg" scat­
tering or one-speed operator for low energy neutrons 
described by 

(Ko1/J)(r, v)= f .. ko(r, v, 0' - 0)6(v' - v)1/J(r, Y')dV'. 

(2. 11) 

The kernel ko satisfies: 

(g) ko is nonnegative, piecewise continuous, and 
bounded except possibly for the case Vo = 0, in which we 
allow 

To end this section, we shall make some comments 
regarding the above assumptions. 

First, the inequalities (2.7), (2.9), and (2.12) imply 
thatK=Ko+Kc+Kd is a bounded operator. This means 
physically that for each neutron density I/!, the corre­
sponding total rate of secondary neutron production KI/! is 
uniformly bounded: IIK1/J11 .'If IIKIIII<J!II. 

Next, we note that the various kernels and cross sec­
tions have been assumed piecewise continuous. Physi­
cally, discontinuities in r correspond to boundaries be­
tween regions with different constituents while discon­
tinuities in v correspond to threshold effects, either 
the Bragg scattering "cutoff" or the;ii.).elastic scattering 
threshold. To prove our results, we sball assume that 
"piecewise continuous" has one of the following two 
meanings: 

(i) The various kernels and cross sections are con­
tinuous in all of their variables. (This corresponds to 
a body in which the constituents vary continuously with 
pOSition, and no threshold effects occur in speed. ) 

(j) If = UnM:1If n' where D n are open sets. In D n' the 
various kernels and cross sections are constant func­
tions of r, kc(r, v' - v) is continuous in v' and v; and 
v2::(r, v), ko(r, v, 0' - 0), and k~m)(r, v, W - 0) are con­
tinuous in 0' and 0 and piecewise continuous in v. For 
mathematical convenience, we take the values of these 
functions on aD n to be the limiting value from either side 
of the boundary; we take 2::, ko, and k~m) to be continuous 
from the right in v for 0 < v < VI and continuous from the 
left for v = VI; and require that the limits in v from the 
left exist for 0 < v < VI' (This corresponds to a com­
posite body in which each part is homogeneous in posi­
tion and threshold effects can occur in speed. ) 

More complicated discontinuities can be handled using 
our methods. However we shall not consider them here 
since the geometrical descriptions and proofs become 
very lengthy. Assumptions (i) and (j) will be explicitly 
needed only in Theorem 5 and in Lemmas 3 and 4 
(Appendix). 

III. THE STREAMING OPERATOR AND ITS SPECTRUM 
SPECTRUM 

In this section we shall consider the operator T de­
scribed in Sec. 2 and determine its spectrum for the 
two cases vo> 0 and Vo = O. First we consider the 
simpler case vo> O. 

Theorem 1: If va> 0, then a(T)={oo}. 

Proof: For any A we can formally solve the equation 
(AI - T)cp = <J! for cp to obtain 

1jd(r,m 
(AI - T)-I<J!(r, v) = v <J!(r - to, v) 

toO 

xexp(_[t A+V2::~-SO,v) dS)dt, 

O.'lf ko(r, v, 0' - 0) .'If Mo/v2
• 

(h)ko(r,v,Of-O)=O forv>v t • 

We note that (f) and (h) imply 

(2.12) (3.1) 

Ki AI - T)-IKo = 0, A E p(T). 
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where d(r, 0) is the distance from r to aD in the direc­
tion - O. 

For each vo> 0 and A, there exists a positive constant 
(2. 13) M(A, vo) satisfying 
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1
1 (It A+v~(r-sn,v) d11 M( ) ;; exp - v s"" A, VO , 

o 

0"" t ""d(r, n). 

Then by (3.1), 

I 
rJ(r.Cl) 

(AI- Tt11/J(r, v) I ""M(A, vo) )t=o II/J(r - tn, v) I dt. 

Integrating this inequality over r and v, we obtain 

II(AI - Tt1I/JII"" IM(X, vo)III/JII, 

where 1 is the length of the longest:etraight line in D. 
Thus A Ep(T) for every finite A. SinceT is unbounded, 
then a(T) must consist solely of the point at 00. QED 

Theorem 2: If Vo = 0, then a(T) = {x I Re X"" - X *}. Fur­
ther, for each X E a(T), there exists a sequence {I/JJcXo 
such that III/Jnll = 1 and lim".c (AI - T)I/Jn::= o. 

Proof: For each A, the operator (AI - T)-l exists on 
R(AI- T) (Ref. 40) and is given by (3.1). Thus X Ep(T) 
iff (AI - T)-l is a bounded operator defined on X. 

First we consider ReA> - A *. Then 

1 ~ exp (-it ~d V~(:-sn, v) ds)1 

_11 (. t A+ X*) (It v~(r+sn'V)-A*d) I -I-exp- --exp- s 
v . v 0 v 

1 
"" - exp[ - I(Rex + i\ *)/v] exp(lco), (3.2) 

v 

where X * is defined by (2.2), Co by (2.3), and 1 is the 
length of the longest straight line in D. By (3.1) and 
(3.2), 

j
d(r.(l) 

I (i\l- T)-ll/J(r, v) I "" exp(lco) II/J(r - tn, v) I 
toO 

x exp[-t(Rex+x*)/v]dt. 
v 

We integrate this inequality along the line L: ro + sn, 
ro E aD, 0"" s ""d(ro, - n), to obtain 

(d(to.-Ol 10 I(AI-T)-ll/J(ro+sn,v)lds 

""exp(lco) xll/J(r +tn v)ldt. 
[

d(ro.-(l) 

ReA + i\* 0 0' 

Now we integrate over the remaining two space 
directions and v to get 

Thus i\ E p( T), and 

II(AI - T)-lll "" exp(lco), Rei\ > - A *. 
Rei\ + i\ * (3.3) 

Next we consider Rei\ < - A *. Then there exists a 
point ro ED and positive numbers Ea, Eu and ~ such that 

Rei\ + v~(r, v) < - Eo 
for 
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For n such that 0 < lin < ~/2, we define 

ct>n(r, v) = (:iY 7~; H n(r, v) exp (- i I~A d(r, n») 
where 1m denotes "imaginary part" and 

H(r,v)={I, Ir-ro!<El and l/n<v<2/n 
n 0, otherwise. 

Then ct>nEX and IIct>nll = 1. From (3.1) we can easily 
verify that (AI- Tt1ct>nEX; also, we obtain the estimate 

I (V - Tt1ct>n(r, v) I ~ Cl! Y 7~; E: [exp(~ n) - ~ 
1 2 

for-<v<-,lr-rol<E1/2. n n 

Therefore, 

II(V - T)"lct>nll ~ 8~ [exp(~~- 1] . 
Since this becomes unbounded as n- 00, then i\ E O'(T). 
Thus {i\ I ReA < - i\ *} c O'(T), and since the spectrum is a 
closed set, then a(T) is as described in the statement 
of the theorem. 

Next we let ReA < - A * and take ct>n to be as defined 
above. We define I/Jn by 

I/Jn= (V - T)-1ct>,/II(AI- T)-1ct>n ll • 

Then IIl/Jnll=l and limn_~(AI-T)l/Jn=O. For ReX=-i\*, 
there exist sequences {i\n} with Rei\n < - X * and Xn - i\, 
and {I/Jn.m} with III/Jn.mll::= 1 and (i\,/ - T)I/Jn,m - 0 as m - 00. 

We can thus construct a sequence I/Jn = I/Jn.mn such that 
(x,/ - T)I/Jn - O. Then I/Jn satisfies 

lim (V - T)I/Jn= lim [(X - i\n)l/Jn + (X,/ - T)I/Jn] = O. 
n~QCI n- ao 

This proves the second half of the theorem. QED 

Thus the finite spectrum exists and is a half-space 
only if neutrons can exist with arbitrarily small speeds. 
Also the description of 0'( T) (1. e., of X *) depends only 
on the limiting value of v~(r, v) as v- 0 and is insensi­
tive to discontinuities or nonmonotonicity of v~(r, v). 

Finally, we add that for vo> 0, the calculations leading 
to (3.3) can be modified to yield the useful inequality 

H(i\!- T)-
1H "" Rex: ~(vo)' Rei\ > - X(vo), 

where X(vo) is defined by (2.4). 

IV. THE ONE SPEED OPERATOR T+ Ko AND ITS 
SPECTRUM 

(3.4) 

In this section we shall consider the operator T + K o 
and determine the basic properties of its spectrum. 
T + Ko is a one-speed operator in the sense that it com­
mutes with functions of valone. Thus we define an 
auxiliary Banach space XO as follows. We let S be the 
unit sphere in V and define XO as the set of all complex­
valued functions I/J(r, n) defined on D x S, satisfying 

IIl/Jllo=JED ';;01=1 II/J(r,O)ldrdO. 

Then the operators T=T(v), Ko=Ko(v), and T+Ko=A(v) 
(which, as we have indicated, depend parametrically 
upon v) are defined on the subspace xg c XO of functions 
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such that T(V)l/JEXO and l/J(r,G)=O for rErW and G 
pointing into D. Clearly, xg is independent of v. 

To proceed we need the following theorem, which is 
due to Gohberg. 42 

Theorem (Gohberg): Let L(X) be an operator-valued 
function, holomorphic in an open connected set G, and 
compact for X E G. Then for all points X E G, with the 
possible exception of certain isolated points, the num­
ber a(x) of linearly independent solutions of the equation 

[I-L(X)]</>=O 

is constant: 

a(X)=n; 

at the isolated points mentioned, 

a(x) > n. 

Henceforth we shall denote all quantities pertaining to 
XO by a "zero" superscript. We can now prove 

Theorem 3: Let ~(v) = infrv~(r, v). Then {X I ReX 
> -l(v) + IIKo(v)IIO}cpO[A(v)]. Also, o,o[A(v)] consists en­
tirely of isolated eigenvalues of finite geometrical 
multiplicity. 

Proof: The proof of Theorem 1 can be modified to show 
that dl[ T( v)] = {oo}. Also, the calculations leading to 
(3.3) can be modified to give 

II[V - T(V)]-IIiO "" 1_ () for ReX> - x(v), 
ReX + X v 

and thus 

II[V - T(V)]-IK (v)IIO "" IlKo(t,:)11° < 1 ° ReX +X(v) 

for ReX> -X(v) + IIKo(v)llo. 

(4.1) 

For such X, V -A(v)= [V - T(v)]{I - [H - T(V)]-IKo(v)} 
is invertible, yielding 

(4.2) 

This proves the first half of the theorem. 

To prove the remainder of the Theorem, we shall con­
sider the operator Q(X, v) =Ko(v) [V - T(V)]-IKo(v). In the 
Appendix, we shall prove that Q is a compact operator 
on XO. (See Lemma 3. ) Therefore, Q(X, v) [V - T(V)]-I 
= {!(o(v)[H - T(V)]-1}2 is a compact, operator-valued func­
tion of X which is holomorphic in the entire complex 
plane. Also, by (4. 1), 1- {Ko(v) [V - T(V)]-lY is inver­
tible for ReX> -l(v) + IIKo(v)llo. Thus by GOhberg's 
Theorem there exists at most a set of isolated values of 
X in the complex plane such that 1 E Puo {[K o( v)[ V 
- T(V)]-Ir}, and at these points 1 is an eigenvalue of 
finite geometrical multiplicity. At all other values of 
X, 1 EpO{[Ko(v)[V - T(V)]-l)2}. 

Now since {Ko(v)[V - T(V)]-1}2 is compact, then 
Ko(v)[H - T(V)]-I is potentially compact41 and its spec­
trum, except possibly for the point 0, consists entirely 
of point spectrum. 
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Thus by the spectral mapping theorem, only for the 
above set of isolated values of X can we have 
1 E~ {!(o(v) [V - T(V)]-I}. At such a X value the equation 
0= {I - Ko(v)[V - T(V)]-I}</> = [H -A(v)][H - T(V)]-I</> has 
a finite number of solutions. Consequently, X is an 
eigenvalue ofA(v) of finite geometrical multiplicity. At 
all other values of X, 1 E pO{!(o(v)[H - T(V)]-I} and for 
such X the operator 

I -Ko(v) [V - T(V)]-I = [V -A(v)] [H - T(V)]-I 

has a bounded inverse defined on XO. Taking this inverse, 
we find 

[H - A(V)]-I = [V - T(V)]-I {I -Ko(v)[V - T(V)]-I}-I, 

and consequently X E pO[A(v)]. This proves the theorem. 

QED 

The next theorem is based on a result of Vidav22
: 

Theorem 4: Letxo(v)=SuPAEaOIA(V)) ReX, and let 
5:(v) < 5:o(v). Then ~o(v) is an eigenvalue of A(v), cor­
responding to which is a positive eigenfunction. 

Proof: A simple modification of the proof of Theorem 
3, Ref. 22 yields the result. QED 

Thus, the picture of dl[A(v)] which emerges can be 
graphically described by Fig. 1. In the Appendix, we 
show that IlKo(v)IIO = sUPr v~o(r, v), where ~o(r, v) is the 
cross section for low energy elastic collisions at speed 
v. Thus there is no spectrum to the right of the line 

ReX = v[sup ~o(r, v) - inf~(r, v)]. 
r r 

We note that the above results hold for v fixed; con­
sequently, the eigenvalues depend parametrically upon 
v. In general, as v varies between Vo and VI' some of 
the eigenvalues will remain stationary and some will 
shift and trace out curves. Thus, the set 

s = U uO[A(v)] (4.3) 
Vij=Ei v ~ Vl 

will consist of isolated pOints and curved lines. Using 
S, we have: 

Theorem 5: Let S be defined by (4.3). Then, for 
vo~O, 

Im~ 

I I 
I \ 
I I 
I- \ -I _-I 
\ ~o(vll 

Re~ 1 I 
I -I _I I 
I- I 
I I 
\ I 
I \ ° -l(v) -1.(v)+ IIKo(v)1I 

FIG. 1. dl[A(v)l. ;\(v) < ;\o(v). 

(4.4) 
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and 

{A I ReA> - X(vo) + IIKoll}c p(T + KJ. (4.5) 

Furthermore, for each A E a(T + K o), there exists a 
sequence {lPn}cX such that IllPnll = 1, lPn(r, v)=O for v> Vt' 
and II(AI- T -Ko)1/!nll - o. 

Proof: First we show that a(T) uSc a(T + Ko). To do 
this, let A E a(T). Then by Theorem 2, there exists a 
sequence {tPn} with II tPnll = 1 such that (AI - T)tPn - O. By 
Lemma 1 (see the Appendix) there exists a sequence of 
integers M n such that, with 

lPn(r, v) = exp(iM nO. 00) tPn(r, v), (4.6) 

we have 

Thus, 

II(AI - T - Ko)lPnll <> II(AI - T)tPnll + IIKolPnll- 0, 

and so if (AI - T - Kot1 exists, it must be unbounded. 
Consequently, AEa(T+Ko), and so a(T)ca(T+Ko)' 

Next, we let A E S. Then by Theorem 3 there exists 
a function ¢(r, 0) such that 114)110 = 1 and 
(AI-T-Ko)(J>(r, 0)=0 for v=v. Ifv<v1' we define the 
sequence lPn by 

( )
_{n/v2 tP(r,O), v<>v<>v+1/n 

lPn r, v - 0, otherwise. 

Then IllPnll = 1. For v <> v <> V + l/n, 

(
' r T K) ( ) _ v~(r, v) - v~(r, V) A..(r, 0) 
IU- - olPnr,v-n v2 'I' 

v-v + n -2- O·VtP(r, 0) 
v 

- ~ f [ko(r, v, 0' - 0) 
V llO' 1=1 

(4.7) 

- ko(r, v, 0' - O»)tP(r, O')dO', 

while for v < v or v> v + lin, (AI - T -Ko)lPn= O. Thus, 
integrating over r and v, we obtain 

II (u+l/n I - - I II(AI - T -Ko)lPn <>n J.=il v~(r, v) - v~(r, v) dv 

+ -1-1 1. 1o. V tP(r, O)ldOdr 
n rED 101=1 

r~+l/nf 1 r 
+nJ.=v rED 101=IJO'I=1 

x ItP(r, 0')1 dO' dOdrdv. 

Since v~(r, v) and ko(r, v, 0' - 0) are continuous from 
the right in v (see Sec. 2), then each of the above inte­
grals will tend to zero as n - 00. Consequently, 
II(AI - T - Ko)lPnll- 0, and so A E a(T + Ko). This result 
holds if ff < VI' If v = v1> we define the sequence lPn as in 
(4.7), except that we take lP n to be nonzero over the 
interval VI - lin <> v <> VI' Then since v~(r, v) and ko are 
continuous from the left at v1 , the above procedure will 
apply. Thus we have S c a(T+K). 
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Hence a(T) USc a(T + Ko), since the spectrum is 
closed. To prove inclusion the other way, we shall con­
sider the equivalent inclusion 

C[a(T)US]cp(T+Ko)' (4.8) 

where C means" complement. " Thus, we let 
AEC[a(T)uII. Then the equation 

(AI - T - Ko)tP(r, v) = lP(r, v) 

has a solution tP such that IltP(r, v)II O <> constlllP(r, v) 110 for 
VO<>V<>Vl' even if vo=O. Consequently, IltPll 
= II(AI - T - KO)-llPll < 00 for each lP EX. By the results in 
Sec. 2, T is closed and K is bounded, so T + Ko is 
closed in X. Consequently, (AI - T _Kot1 is closed, and 
so by the closed graph theorem is bounded. Thus 
AEp(T+Ko)' This proves (4.8), and also (4.4). 

Next we use (3.4) and we repeat the same arguments 
which led to (4. 2) to obtain 

II (AI - T - KO)-111 <> ReA + ~(~o) - IIKoll ' 

ReA> - ~(vo) + IIKoli. (4.9) 

This proves (4.5). 

Finally, we let A E a(T + Ko). (With no change in the 
spectrum, we can decrease v1 so that v1 =v t.) If AEa(T), 
then the sequence described by (4. 6) satisfies IIlPnll = 1 
and II(AI - T -Ko)lPnll- O. If A ES then the sequence de­
scribed by (4.7) satisfies these conditions. If A ES, then 
there exist sequences {lPn}cS with An - A and {lPn.m} with 
IllPn.mll = 1 and II(AI - T -Ko)lPn.mll- 0 as m - 00. We can 
thus construct a sequence lPn= lPn•mn such that 
(AI - T -Ko)lPn - O. Then 

(AI - T - Ko)lPn = (A - An)lPn + (AI - T - Ko)lPn - O. 

These results hold for VI = V t. For v1 > v t' we extend the 
above functions lPn by defining them to be zero for 
VI "" V > v t; this yields a sequence which satisfies all the 
conditions of the theorem. 

This completes the proof of Theorem 5. QED 

We remark that a(T + Ko) is described graphically by 
Fig. 2 for vo> 0 and by Fig. 3 for Vo = O. Also, as in 
the case of aO[A(v»), IIKoll = sUPr •• v~o(r, v) (see Appendix). 
Thus there can exist no spectrum to the right of the line 
ReA = sUPr.v v~o(r, v) - infr•v v~(r, v). Note that the de-
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FIG. 2. a(T+Ko), vo> o. 
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FIG. 3. (}"(T+Ko), vo'" O. 

finition of ~o(r, v) is such that it may actually exceed 
~(r, v). In fact, in the extreme one-speed case, 44 

v~(r, v) == 1 and v~o(r, v) = c. 

Finally, let us consider Vo = O. We note that Ko is a 
bounded operator on X but that the operator v-lKo is in 
general unbounded. However, if ko satisfies an inequality 
of the form ko(r, v, 0' - 0) ~Molv [instead of (2.12)], 
then v-lKo will be bounded. For cases of this type, we 
can prove the following theorem: 

Theorem 6: Let Vo == 0 and v-lKo be a bounded operator 
on X. If the maximum diameter 1 of D satisfies 

(4.10) 

then 

{A I ReA> - A *} C p( T + Ko). (4.11) 

Proof: Let (4. 10) be satisfied and let ReA> - A *. Then 
by (3.1) and (3.2) we have 

( 
ReA+A*) x exp . - t v exp(lco) dt 

I
d (r.CI> 

~ exp(lco) I (v-lKo)ifi (r - tn, v) I dt. 
pO 

Integrating over r and v, we obtain 

II(Al- TtlKol1 ~ 1 exp(lco)lIv-lKoll < 1. 

Therefore, the operators 

(Al - T)-l(AI - T - Ko) c I - (AI - TrlKo 

have bounded inverses defined on X, and 

(AI - T - KO)-l = [I - (Al- TtlKo]-l(AI - T)-l 

is bounded, proving that \ E p(T + Ko). This verifies the 
inclusion (4.11). QED 

Thus if the hypotheses of Theorem 6 are satisfied, 
then all the spectrum of A is imbedded in the "continuum" 
ReA ~ - \ *. We shall comment on this in Sec. 6. 

V. THE TRANSPORT OPERATOR T+ K AND ITS 
SPECTRUM 

In this section, we shall prove that a(T + K) differs 
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from a( T + Ko) only by the addition of point spectrum, 
and we shall give estimates on the location of this spec­
trum. If p(T +Ko) is a connected set, then the added 
spectrum consists of isolated, discrete points of finite 
geometrical multiplicity. If p( T + Ko) is not a connected 
set, as in Fig. 2 and 3, then certain connected com­
ponents of p(T + Ko) can become wholly or partially 
filled with point spectrum. We shall prove these results 
in the following theorems. 

Theorem 7: a(T+Ko)ca(T+K). 

Proof: Let A E a(T + Ko). Then by Theorem 4, there 
exists a sequence { <I>,.} such that II <l>n I I = 1, <l>n(r, v) = 0 
for v> VI' and (Al- T -Ko)<I>n - O. By Lemma 2 (Ap­
pendix), there exists a sequence of integers {M n} such 
that, with 

ifin(r, v) == <l>n(r, v) exp(iM nV)' 

we have lIifinll = 1 and Kcifin - O. Furthermore, by con­
dition (f) of Sec. 2, Kaifin=O. Therefore, by (2.5), 

II (AI - T - K) ifin II ~ II (AI - T - Ko)<I>nll + IIKcl/inll- O. 

This proves the theorem. QED 

To state the next theorem, we write p( T + Ko) as the 
union of its connected components: 

p(T+Ko)= USn' 

where Ci is a nonnegative integer or 00. Each Sn is a 
connected, open set and is the reflection of Son across 
the ReA axis. So is the "largest" of these sets and con­
tains the right half plane ReA> - X(vo) + IIKII. (See 
Theorem 9. ) Figures 2 and 3 illustrate this situation. 
If the lines generated by a(T + Ko) do not form closed 
loops, then p(T + Ko) is connected and is equal to So. 

Now we can state the theorem. 

Theorem 8: The set a(T + K) n p(T + Ko) is described 
by: 

(i) [a(T+K)np(T+Ko)]cPa(T+K). 

(ii) a( T + K) n S n consists of eigenvalues of finite 
geometrical multiplicity. 

(iii) a( T + K) n So consists of isolated points. 

Proof: We define Kl =Kc + Ka' Then the operator Q(A) 
=Kl(Al - T - KO)-l is a holomorphic, operator-valued 
function of A in Sn' Simple algebraic manipulations allow 
us to rewrite Q(A) in the form 

Q(A) =Kl(AI - T)-l + Kl(AI - T)-lKo(AI - T - Korl. 
(5.1) 

In the Appendix we shall show that for A E p(T), 
Kl(AI - T)-lKo and [Kl(Al- Trl]Ml>l are compact, where 
Ml satisfies (2.10). Then QMl>l(A) is a holomorphic, 
compact operator-valued function of A in Sn" It follows 
from Gohberg's theorem that either 1 EPa[QMl>\A)] for 
all A E Sn' or there exist at most isolated values of A 
for which 1 E Pa[QMl>l(A)] and 1 Ep[QMl+l(A)] for all other 
values of A E S. In either case the eigenvalue 1 has 
finite geometrical multiplicity. 

Since QM!+l(A) is compact, then Q(A) is potentially 
compact and its spectrum, except possibly for the point 
0, consists entirely of point spectrum. Thus by the 
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FIG. 4. a(T+K) , vo>o, -l(vo)<sup'Xo(v)<:>"o. 

spectral mapping theorem, we must have for A E Sn either 
1 E p[Q(A)] or 1 E Pa[Q(A.)). If 1 is in the point spectrum, 
it has finite geometrical multiplicity. 

If 1 Ep[Q(A.)], then 

1- Q(A.) = (AI - T - K)(AI - T - Kotl 

has a bounded inverse defined on X, and hence 

(AI - T - K)-l = (AI - T - Kotl[I _ Q(A.)]-l. 

Thus A. E p(T + K). 

If 1 EPa[Q(A)], then the equation 

0= [I - Q(A)]<t>=(AI- T -K) [(AI- T -Kotl<t>] 

has a finite number of solutions. Hence X E Pa( T + K) 
and the geometrical multiplicity of A is finite. This 
proves claims (i) and (ii). 

To prove claim (iii), we note from (5.1) and (4.9) 
that Q(X)-O as ReA.- 00. Hence by Gohberg's theorem 
there exist at most isolated values of A E So for which 
1 EPa[QM1+l(X)]. By the spectral mapping theorem, only 
for these A. values can 1 EPa[Q(A)], and as we showed 
above, only such A can be in a(T + K). QED 

The next theorem provides estimates on the location 
of a(T+K). 

Theorm 9: {xIReA> -X(vo)+ IIKII}cp(T+K). Also, if 
vo=O, if v-1K is a bounded operator on X, and if the 
maximum diameter l of D satisfies 

(5.3) 

then 

{A. IRe:>.. > - A. *}c p(T + K). 

Proof: Using (3.4) and repeating the argument which 
led to (4.2), we obtain 

II(Al- T - Kt11l.;; ReA. + t(:o) _ IlKlI' ReA. > - X(vo) 

+IIKII. 
(5.4) 

This proves the first part of the theorem. To prove the 
second part, we simply repeat the proof of Theorem 6 
with K replacing Ko' QED 

The next result generalizes Theorem 4, from which 
we borrow some notation. 
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Theoren;, 10: Let A.o=suPI.Ea(A) ReA. If AO> suPv~o(v) 
and Xo> - X( vo) then Xo is an eigenvalue of A, corres­
ponding to which is a positive eigenfunction. 

Proof: As in Theorem 4, we refer to the proof of 
Theorem 3 ip. Ref. 22. QED 

Thus, a( T + K) is described by Fig. 4 for vo> 0 and 
by Fig. 5 for vo = O. These figures differ from Figs. 2 
and 3 respectively only by the addition of point spectrum. 
We note that if "loops" exist, as shown in Figs. 2 and 
3, then we cannot exclude the possibility that their in­
teriors (the sets Sll with n = 0) become partially or 
wholly filled with point spectrum. Also, IIKII is given in 
the Appendix and as in the cases of aO[A(v)] and a(T + Ko), 
we deduce an absolute limit to the real part of (T + K) 
as sUPr.vv~.(r, v) - infr,vv~(r, v). 

We conclude the main body of this paper with the 
following result: 

Theorem 11: The transport operator A = T + K is the 
infinitesimal generator of a strongly continuous semi­
group of operators. 

PrOOf: By the results in Sec. 2, T is a closed, dense­
ly defined operator and K is bounded. Thus T + K is a 
closed, densely defined operator satisfying (5.4), and 
so the conditions of the Hille-Yosida-Phillips 
theorem46 are met. QED 

It follows that the semigroup T (t) = exp(At) exists and 
enables us to solve the initial value problem 

a<Ji =A<Ji 
at 

<Ji 11=0 = <Jio· 

The behavior of the solution of this problem thus de­
pends on the location and classification of a(A). In this 
paper we have described many of the basic properties 
of this spectrum for arbitrary bounded domains and, 
we hope, realistic and general transport operators. 

VI. DISCUSSION 

If we refer to the results of Sec. 5, as exhibited 
schematically in Figs. 4 and 5, we see that the spectrum 
of T + K can have a rather complicated structure. This 
is due in part to the curves and loops which a(T + K) 
inherits from a(T +Ko) (Figs. 2 and 3). At present, 
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little is known about the spectrum of this one-speed 
operator. However, for a restrictive case (isotropic 
scattering, spatial independence of all cross sections 
and kernels, and analysis in L 2) it is known that the 
portion of the spectrum of one-speed operators which 
lies to the right of the line Re\ = - v~(v) is real [where 
~(v) is the total cross section]. If this is true in general, 
then the curves in Figs. 2 through 5 to the right of the 
line Rex = - ~(vo) will consist of line segments on the 
real aXiS, and the spectral picture for T + K will sim­
plify considerably. 

Another question of obvious importance concerns the 
existence of a simple dominant eigenvalue, i. e., a 
simple eigenvalue whose real part is larger than any 
other A in the spectrum, and whose eigenfunction is 
nonnegative. Physically one expects that such an eigen­
value will exist but this remains to be proved. Our re­
sults indicate only that under the conditions of Theorem 
10, a "semidominant" real eigenvalue AO with real eigen­
function exists. At present we cannot show that complex 
eigenvalues with real parts equal to \0 do not exist, 
nor can we say anything about the algebraic multiplicity 
of AO or any other eigenvalue. (Vidav's proof22 that the 
eigenvalues out of the continuum have finite multiplicity 
is valid only for geometrical multiplicity, and his proof 
that Ao is a simple eigenvalue in L P' p> 1, only shows 
that Ao has geometrical multiplicity one. ) 

Finally, we note (Theorem 9) that if vo=O and v-1K is 
a bounded operator, then for sufficiently small bodies 
the spectrum to the right of the line ReX = - X * disap­
pears. This famous "disappearance of the point spec­
trum into the continuum" was first predicted on a heu­
ristic basis by Nelkin7 and has become a part of the 
folklore of neutron transport theory. It turns out that 
this effect has never been observed experimentally. 47 
Our results suggest that this is due to the absence of the 
continuum to the left of ReX = - X * for vo> O. In other 
words the case Vo >0 corresponds more closely to physi­
cal reality. This is hardly surprising; the Boltzman 
equation considered here treats the neutrons as claSSi­
cal particles and cannot be expected to be valid for 
neutron speeds so low that the neutron wavelength be­
comes comparable to a mean free path. To consider 
realistically the case Vo = 0, another equation should be 
studied. The experimental evidence suggests strongly 
that equation would not predict the continuous spectrum 
we find here for the case Vo = O. 

APPENDIX 

Here we shall prove certain results which were needed 
earlier. We shall state these results as lemmas. 

Lemma 1: Let l/! EX and let 0 0 be fixed. Then w,,(r, v) 
= ljJ(r, v) exp(inO. 0 0) EX, IIw"11 = IIwll, and Kow" - O. 

Lemma 2: Let l/!EX. Then l/!,,(r,v)=l/!(r, v)exp(inv) EX, 
Ilw"1I = 1Il/!1I, and Kcl/!" - O. 

PrOofs: By the Riemann-Lebesgue Lemma,48 the se­
quence Koi/J" of Lemma 1 satisfies lim"... .. (Koi/J,,)(r, v) = 0 
for almost every rand v. Since, by (2.11) and (2.12), 

I(Koi/J,,)(r,v)1 ~MoIn. i/J(r,vO')dO' ",g{r,v), 

and since IIgIl < 00, then it follows from the Lebesgue 

J. Math. Phys .• Vol. 15. No. 11. November 1974 

dominated convergence theorem48 that 11K0i/J,,11- O. 
Lemma 2 is proved in a similar way. QED 

Lemma 3: Ko(v)[Al- T(V)]-lKo(v) is, for fixed v, a 
compact operator in XC. 

Lemma 4: For X E p(T), the operators K1(Al- T)-lKo' 
Kc(Al- T)-lKc' and KiAl- TtlKc are compact in X. 

Proofs: The proofs that each of the operators of 
Lemmas 3 and 4 is compact are virtually identical. Thus 
we shall single out K1(Al - TtlKo and prove the result 
only for this operator, and for the more difficult case 
vo=O. 

Since Kl =Kc + Kif, then by (2.13) K1(Al - TtlKo 
=KlllI - TtlKo' Thus we need to show only that 
Kc(Al- T)-lKo =L is compact for ReX> - X *. 

Using (2.6), (2.10), and (3.1) we write L in the 
explicit form 

(Li/J)(r, v)= Ir' I .. G(r', v', r, V)i/J(r', v)dv' dr' 

where 

v' t, r - r' ) 
G(r',v',r,v)= Ir-r'12 ko{,v',Ot-lr_r'1 

(, r-r' ) 
x Rc ~,v' I r _ r' I - v 

xexp{- [~r-r'l ~, [x+v'~(r-s Irr_-:I ,V') ]as}. 
Now for each (r', v') E 15x V, we define the function 

i/Jr' , .. by 

i/Jr. , .. (r, v) = G(r' , v' , r, v). 

Then by the "Dunford-Pettis" theorem, 49 L is a com­
pact operator if 1JI"'{i/Jr' , .. I (r', v) EDX V} is a "compact" 
subset of X. Equivalently, L is compact if IJIcX and 
every infinite sequence in IJI possesses a Cauchy 
subsequence. 

First we show that IJIcX. USing (2.7), (2.12), and 
(3.2), we obtain 

1
,/, ( )1~MqMcexp(lco)exp{- Ir-rol[(ReX+A*)/v']) 
'fr' ,'" r, v v' I r _ r' 12 v2 

(AI) 
Now we integrate over r and v to get 

11 ,/, II ~ MJvIc exp(lco) 4 
'fr'... ~ v' 7rV1 

{ [,!(r,m 
X In it.o exp(- t Re~+ A * )dtdO 

Thus IJIcX. 

Next, we consider an infinite sequence in IJI. If the 
various kernels and cross sections are continuous, as 
described by (i) of Sec. 2, then we select a subsequence 
1/1,,= l/!r'" ,"" such that (r:, v:) - (ro', vo')· Letting l/!o'" i/Jro . .,o' 
we have, for any € > 0, 
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II<Po - <Pn ll = .t-rol~' Iv I <Po - <Pn I dvdr 

+ lr-rOI>, Iv l1Po- <Pnldvdr. 

By (AI), the first integral on the right side of this 
equation is O(€). By the continuity of the various kernels 
in G, the second integral can be made O(€) by requiring 
n to be sufficiently large. Thus II<Po - <Pn ll - 0, proving 
that L is compact if condition (i) of Sec. 2 holds. 

If condition (j) of Sec. 2 holds, then from any infinite 
sequence in 'l1 we select an infinite subsequence 1Pn 
;: <Prn' ,vn' such that (r,:, v,:) - (ro' vo) E: I5x V; for some 
k, r n' E: D K' all n; and v,: is either a decreasing or an in­
creasing sequence. Then, as a simple modification of 
the above proof for condition (i) will show, the sequence 
<Pn is a Cauchy sequence because of the conditions im­
posed on the kernels and cross sections. Thus, the 
operator L is again compact. This proves the lemma 
for cases (i) and (j) of Sec. 2. QED 

Lemma 5: For A E:p(T), [K1(AI - T)-l]Ml+l is compact. 

Proof: We write 

[K1(AI - T)-l]Ml+l:= [Kc(AI - T)-l +KiAI - T)-l]Ml+l 

:= [Kc(AI - Ttl]Ml+l + ... + Kc(AI - T)-l 

x [KiAl- T)-l]Ml + [Ki Al - T)-l]Ml+1, (A2) 

where the dots refer to operators, all of which are 
products of Kc(Al- T)-l and Kd(Al - Ttl, and all of which 
contain the product Kd(Al- TtlKc' which by Lemma 4 is 
compact. Also by Lemma 4, the first term on the right 
side of (A2) is compact. By Eq. (2. 10) and the fact that 
(AI - T)-l is a one-speed operator, [Ki Al - T)-l]Ml:= 0 so 
that the last two terms on the right side of (A2) are zero. 
Therefore, [K1(V - T)"l]Ml+l is a sum of compact 
operators, and hence is itself compact. QED 

Lemma 6: IIKII = sUPr,vv~s(r, v), where ~s(r, v) is the 
cross section for scattering plus fission (i. e., for col­
lisions in which secondary neutrons are emitted). 

Proof: In terms of the differential cross section 
~$(r, v' - v), we can write 

(K<p)(r, v)= Iv' v'~s(r, v' - v)<p(r, v')dv', 

and, by definition, 

~s(r, v') = 1 ~s(r, v' - v) dv. 
v 

We combine these equations to obtain 

IIK<p11 ,,;11 v~s(r,v)I<p(r,v)ldrdv, r v' (A3) 

where equality holds for <P ~ O. From this equation, we 
get 

(A4) 

However, equality holds in (A4) as can be seen by taking 
in (A3) a nonnegative sequence <Pn which "converges" to 
the delta function at the point where v~s(r, v) "attains" 
~m~~~. ~D 

Corollary: IIKoll = sUPr,v v~o(r, v), where ~o(r, v) is the 
cross section for low energy elastic collisions. Similar­
ly, for fixed v, IlKollo = sUPr v~o(r, v). 
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The analytic structure of a Feynman amplitude as a function of the number of space-time dimension 
(v) is studied. A renormalization prescription by using v as an analytic regularization parameter is 
given. It is shown its equivalence with BPH treatment for any graph in quantum field theory. 

1, INTRODUCTION 

Recently, the number of dimensions (II) of the space 
has been proposed as an analytic regularization para­
meter.1· 2 

In particular, attention has been given to its applica­
tions to quantum electrodynamics3 and gauge theories,2 
where the advantages of dimensional regularization over 
other methods became clear: For example, gauge invar­
iance is explicitly maintained for any II. 

Another good feature of dimensional regularization is 
the fact that it simplifies considerably the calculations 
of divergent Feynman graphs; particularly the method 
is well suited to isolate their divergent parts. That iso­
lation involves simply the calculation of the residue of 
a meromorphic function of II at its pole in II = 4. 

Because of these reasons, it seems to be important 
to give a renormalization program based on analytic 
continuation in the space-time dimension II. In this 
context, the program has to include 
(i) A renormalization prescription for an arbitrary 
Feynman graph. This means a set of rules for obtaining 
a finite expression, called renormalized amplitude, from 
a divergent Feynman integral. 
(ii) A proof in which it is explicity shown that this re­
normalization belongs to the class defined by Bogoliubov­
Parasiuk-Hepp. 

The aim of this note is to give an additive renormali­
zation prescription by using a single regularization 
parameter, the number of space-time dimensions, and 
to discuss its properties and its advantages. 

Section 2 is devoted to the definition of the regularized 
amplitude and to state its analytical structure as a func­
tion of II. In Sec. 3 the renormalization prescription for 
an arbitrary graph is stated and a proof is given of the 
equivalence between this method and the so-called BPH 
one. 

2. ANALYTIC STRUCTURE OF A FEYNMAN 
AMPLITUDE AS A FUNCTION OF v 

We call G(vv v2"'" vn;£) a Feynman graph with 
vertices Vl' V2 , •• • ,vn and a set of lines £. The cor­
responding amplitude is the formal expression 

where 

where the propagator A I is 

with Z I (- i a lax) a polynomial of degree r I and A F (x) 
the scalar Feynman propagator which can be written in 
an arbitrary II-dimensional space-time as 

AF(X) = -- exp -z(m2 - zO)a - - • 1 J"" da (. , ix2) 
(47ri)1I/2 0 a u/ 2 . 4a 

(2.3) 
Then, it is easy to show that the propagator Al~) can 

be written in the form 

AI(X/1-X·Z) = 1 zz(!e(I)~)'J"" dal 
• (47ri) u /2 2 as z 0 atl2 

x exp (- ia I (m! - iO) 

+ _i_ (x _ Sl)t Q(l)(x - s) I 8
1
=°' (2.4) 

4a l 'I 
where 

(i) - _ «I) (I) (I) 
8 I = 8 1 , ,82' ••• , 8 n ' 

XVX2' ••• ,Xn , 8~~ 8~) ••• , 8~l) are all II-vectors. 

(1'1') e- (I) «(I) (l) (I) ) 'th = e l ,e2 , ••• ,en ,Wl 

~ 1, 

= (-~: 
if Vj = vIZ, 

if Vj = ViZ' 

otherwise, 

are the elements of the incidence matrix of the graph G: 

(iii) Q(l) = (Qj(~)' Qi(~) = eP)e~l). 

With the aid of Eq. (2.4), one obtains the following 
expression for the Fourier transform of the amplitude 
(2.1): 

Q(l)SI)t 

Ot l 

(2.5) 

= (i1T)/(1-n-L)/2 

2"L il -n 
A .. = - L) 

'J lE£ 
C(a) = n a 1 detA E • 

IE£ 
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AE is a matrix of order n - 1 obtained from (Aij) 
supressing the row and column k, 1 ~ k ~ m • 

After having performed explicitly the operations im­
plied by Eq. (2. 5), the rhs of it can be interpreted as an 
analytic continuation of the Feynman amplitude for com­
plex II. 

The properties of C(a} andA1 were studied in detail 
in Ref. 6. Following the lines developed there it can be 
shown thaF 

(a) The rhs of Eq. (2. 5) defines i' G (Pi II) as an analytic 
function of II for Re(lI) sufficiently large and negative. 

(b) One can continue i'G (Pi II) to the entire II plane as a 
meromorphic function of II, finding that it has isolated 
poles for II = n (n integer, n '" m, m depending on the 
diagram). 

'I G (Pi II) can be decomposed: 6 

i' G(p; II) = :6 i' G(P; II, E), (2.6) 
< 

the sum extended over all s-families E. Here 'I G (p; II, E) 

is such that 

T G(p; II, E) ·C~ r({2 - 1I/2}N(G') - [W(G')/2]») -1 (2.7) 

is an entire function of II • N(G') is the number of inde­
pendent loops of the graph G' and 

w(G1 = w(G' (v1, v2 ' ••• , vn' ;£» = :6 (rl + 2) -4(n' + 4), 
conn 

where :6 conn extends over all l E £ which connect two 
vertices from the set {v1' v2 ' ••• , vn.}. We will say that 
G(vn , ••• , vn;£) is "divergent" if w(G) '" O. 

3. RENORMALlZATlON 

We define the L operation on a meromorphic function 
of II,F(Pt> ••• ,Pm ; 11), as the principal part of F(p; II), 
Laurent's expansion around the point II =; 4. 

In order to state our renormalization prescription we 
define vertex Ilarts in an analogous way as in the BPH 
method.4 Let {vi, v2, ••• , v'".} C {vl' v2 , ••• , vn}. Then 8 

, 1 if m = 1, 

if G(vi, ... , um ) is IPR, X£ (vi • ... , v~) = 1 0 

(- L [R£ (vi, ••• , vim)] otherwise, 
(3.1) 

- k(p) 
R£ (vI' ..• , v'm) ==:6 n X.e (v/ , ... , Vfy(j)} n fl.l • 

P j o 1 1 conn (3.2) 

Here :6" extends over all partitions of {vI' ... , v~} 
into 2 ~ k(p) ~ m sets and n conn is taken over all 
l E £ which connect different sets of the partition. 

Finally we define the renormalized amplitude as 

R.e (v1' .•• , vn) == R.e (vl' ••• , vn) + X,c (v1, ••• , vn)' 
(3.3) 

The finiteness of R.c for II = 4 can be easily checked. 

We see that if in Eq. (3.1) we replace the L operation 
by the M operation defined by BPH as 

M [o( ~l Pi)F(PI,'" ,P~; II)J 
== 0(:6 Pi) T(Pl' ... ,p:n; II), (3.4) 

F1 
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where T(P; II) is the Taylor series of F(P; II) around 
P1 = P2 = ... = P;" = 0 up to the order w(u!, ••• , V'm), 
we arrive at the conventional BPH prescription.4 with 
II as a regulator parameter: 

1 if m = 1, 

o if G(ul ..... v...; £) is IPR, 

X.c (vl , ... ,II:n)= -M'[R.e(u1,.·.,v:nn 

== -M[R.e (vl"'" v:n) 

+ X,c (ul "'" um) otherwise, 
(3.5) 

X.e (vl"'" v:n) is in p-space a polynomial of degree 
..,. w(u1 , ••• , um } with finite coefficients in 11= 4: 

k(P) 

R.e(vi .... ,v;,,)= :6 n X,c(vf, ... ,v!yU» n fl. l , 
p j=l 1 conn 

(3.6) 

R.e (vl "'" vn) = R£ (vt> ••• , vn) + X,c (vl •••• , vn)' 
(3.7) 

Now we will show that the vertex parts defined by 
Eq. (3.1) are (in p-space) polynomials of degree smaller 
than or equal to w(v'l' •• " v~). We will also prove that 
the renormalized amplitudes defined by Eqs. (3.1)-(3.3) 
belong to the class defined by Bogoliubov, Parasiuk. and 
Hepp. 

If one replaces repeatedly Eqs. (3. 5) and (3. 6) in Eq. 
(3.7) one arrives to an expression of R,c which only 
contains M' operations and propagators. 

Every term contains a certain number of M' opera­
tions. This number can take values from zero to a 
maximum, S£ (vi •••• , v;'), characteristic of the diagram. 
Our proof will be done by induction on S,c (v1 •••• , vn)' 

(i) S.e (v1 •••• , vn) = 1. The most general diagram 
with S,c (v1 , ••• , vn) = 1 is the one which has a certain 
number ('" 1) of divergent subgraphs. These subgraphs 
have only a superficial divergence. In this case 

R,c (vl, ... , vn) :;:::6 ~~P)(- MI[ • n A)) n fl.11 
P )-1 I E£ i J conn (3.8) 

:6 p runs over all partitions P of {V1' ••• , v,.} in 
1 ~ k(p) ~ n sets and £ j is the set of lines connecting 
{vh"'" vfr(j)} provided they make the corresponding 
subgraph G(v/" •••• vfr(j);£j) IPI and divergent. 

From Sec.2 we know that nlE,c .fl.l has a simple pole 
at 11= 4; then J 

R.e(v!, ... ,v!rU»= n fl.l-M
I

[ n fl.ll 
1 lE,c j I E,c j J 

00 

= n Al +:6 (1I-4)ilt+1(Pj'''''PjY(j» 
lE£j ;=-1 

(
y(j) ) 

= 0 :6 Pj • 
k:1 k 

(3.9) 

The lhs is an analytic function of II in some neighbor­
hood of II = 4, as can be seen by modifying the proofs 
given by Hepp.4 The Ii +1 (p) are polynomials in its 
arguments of degree ~ w(v!, ••• , v/r(). Performing 
the (- L) operation on both ~ides of E~. (3.9). we obtain 

o =X,c (vt, ... ,Vj~(j» 

G
O> 

-0:6 Pik)/o(Pi ""'Pjr (j»/1I-4. 
k=l 1 



                                                                                                                                    

2000 H. J. de Vega and F. A. Schaposnik: Dimensional renormalization 

Choosing 

X£(V!"",V!r(j» =X.r. (V! "",V!r(j» +M( n ~/)' 
1 I I E£ j 

(3.10) 
we see that 

(3.11) 

(ii) We assume the validity of th,e induction hypo­
thesis for all graphs G(v1, ••• ,vr ;~) with S'JTt (v1' ••• , 
vr)~K. LetG(v1, ••• ,Vn ;£) be a graph' with S.r. (v1"'" 
Vn) = K + 1. The most general graph of this kind has a 
certain number (:;;,. 1) of divergent IPI subgraphs, 
G(vq1 , ••• , vqr(q); £), each one with S.r, (VqI ' •• " vqr(q» = 

K + 1, 
ktP) 

R.r. (Vq , ••• , vqr(q» = 6 . n X.r, (v:' , ... , v~r(i) n al • 
I p • =1 H conn 

(3.12) 
Here 61' extends over all partitions of the set 

{vq1 , ••• , Vqr (q)} in 2 ~ k(p) ~ r(q) subsets {vti!' ••• , 
vqir(i)}' Any X.r, (v:

1
"'" vfr(q» is obtained by applying 

the (- M') operation to (3.12). Then, any X.r, (Vti I' ., ., 
v:ir(i) of the rhs of Eq. (3.12) has at mostK M'-opera­
tions and the induction hypothesis applies, and so it is 
possible to replace those X.r, by X.r, -it only means to 
add a finite renormalization: 

R.r,(Vq , ••• ,Vqr(q» 
1 

= R.r, (vqI"'" vqr(q) + X.r. (vqI"'" vqr(q»' (3.13) 

Performing in both sides the (- L) operation, we obtain 
-1 

O=X.r,(Vq, ••• ,lIqrlq»-.6 (1I-4)iJ;+1(P q , ••• ,Pqr(q» 
1 .=-d 1 

X 6 (E: pqm). (3.14) 

where we have made use of the analyticity of the lhs of 
Eq. (3.13), as can be seen by modifying the proofs given 
in Ref. 4. We see from Eq. (3.14) that the X.r. (Vq , ••• , 
vqr(q» are polynomials of degree ~ w(vq , ••• , Jqr(q» 
in their arguments. I 

By choosing X.r, as in Eq. (3.10) 
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it is true that 

(3.16) 

We have then showed the polynomial character of the 
X£ and the equality between BPH and dimensional re­
normalization provided one makes the election of a par­
ticular finite renormalization. 

We conclude by making some remarks about the di­
mensional renormalization method developed in this 
note. 

The renormalization program stated in the introduc­
tion was carried out without difficulties py using a single 
parameter as a regulator: the space-time dimension 
(II). This approach Simplifies considerably the calcula­
tions providing a general method for performing Feyn­
man integrals in quantum field theories. 

Due to its equivalence with BPH treatment (explicitly 
shown in this section) it follows that the renormalized 
amplitude can be obtained from an integration Lagran­
gian with suitable counterterms. 

As it was pointed out in the Introduction, the applica­
tion of dimensional renormalization to a wide variety 
of problems in quantum field theories, in particular to 
gauge theories9 and to quantum electrodynamics, shows 
its natural advantages. 
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Bounds have been developed for the effective thermal, electrical, and magnetic properties (K*) of a 
two phase statistically homogeneous and isotropic material. These bounds came in terms of the ratio 
of the properties of the two phases, volume fractions, and the constants G, G, ,G. ,M 1 , and M ,. 
Bounds on the values of these constants are obtained. It is shown that the constants G, G, , and G. 
are geometric parameters. They are calculated in the general case of spheroidal inclusions in terms of 
the axial ratio A. The constants M 1 and M, are packing parameters. General expressions of these 
constants in terms of packing information are obtained. It is found that certain combinations of the 
constants M 1 and M, for spheres and plates give exact solutions for the effective property K*. The 
exact solutions were shown in some cases to be equal to Miller's upper bound and in other cases to 
Miller's lower bound. A self-consistent scheme for the case of spheres is carried out. The correspond­
ing values of M 1 and M, were identified and used to plot the bounds. The bounds for plates are also 
calculated. It is found that these bounds introduce a great improvement over Miller's bounds. The 
small perturbation limit was considered. It is found that our bounds coincide to order 7)' and all 
values of v (7) = Kl I K , - I, Ki is the property of material 0. Moreover, they include Miller's bounds 
to order 7)3 and Hashin bounds to order 7)' • 

INTRODUCTION 

The effective physical properties of two phase com­
posites are determined by the volume fraction of the in­
clusions, shapes of inclusions, and the way the inclusions 
are placed within the matrix. The various possibilities 
are considerable. Complete knowledge of the functional 
P[E j(x), kzm(x)], where P[E j(x) , kZm(x)]dE I (x) ... dE 3 (x)dk ll 
(x) ••. dk 33 (x) is defined as the probability of the realiza­
tion of the particular joint field [E j(x), k Zm(x)], is requir­
ed to determine the effective property of the material. 

Although, in this paper, we will be speaking of the 
"effective thermal conductivity," the mathematical 
formulation given applies to the physical subjects of 
electrical conduction, electrostatics, and magnetostat­
ics. In Appendix A, the physical interpretation of the 
various quantities defined in each of these subjects is 
given. I 

Although complete statistical information of the in­
clusion and matrix geometry is required for an exact 
prediction of an effective property, it can be shown that 
rigorous and exact bounds can be applied to the effective 
property, which require only a limited amount of statis­
tical information. These bounds are obtained by first 
expressing the desired effective property in terms of 
the functional of a variational prinCiple (i.e., a max­
imum or minimum principle) that governs the phenom­
enon of interest. Upon substituting an allowable trial 
function in the variational principle functional, one 
achieves the desired bound. In this way, bounds have 
been developed by Hashin and Shtrikman2 and Hashin3 

and 

Here, the subscript 1 indicates the inclusion and the sub­
cript Mthe matrix,and O! = kl/kM;k l ~ kM' GI , and G 
are geometrical parameters which lie between i and r. 
2001 Journal of Mathematical Physics, Vol. 15, No. 11, November 1974 

which give bounds for thermal and elastic effective con­
stants for statistically homogeneous and isotropic 
materials. These bounds are expressed in terms of the 
volume fraction, which is the Simplest statistical in­
formation one can obtain for a material. The bounds 
were useful to predict the conductivity of the material 
when the ratio of inclusion to matrix constants is not 
too large or when the volume fraction of the inclusions 
(VI) is very small. Subsequently, Beran and Molyneux4,5 
developed bounds for the effective thermal conductivity 
k* of a statistically homogeneous and isotropic material. 
For a two-phase material, these bounds were in terms 
of the volume fraction of the inclusion, VI' and a three­
point correlation function of the form 

R 3 = (k'(x)k'(x')k'(x"», 

where the brackets ( ) indicate ensemble averaging. The 
method was to derive the upper bound from the principle 
of minimum potential energy and the lower bound from 
the principle of minimum complementary energy. The 
trial solution used was a perturbation function 
(I kl - k m 1« k*, kl being the inclusion conductivity, 
k m the matrix conductivity) of the diffusion equation 
modified by undetermined multipliers. The function R 3 

was difficult to use in practi'cal applications, although 
Corson6 has measured this function for Pb-Al and 
Pb-Fe mixtures. To circumvent this practical dif­
ficulty, Miller 7 introduced a random cell model of wide 
applicability and was able to derive the following bounds: 

k z "" k* "" ku' 
where 

When GI = i ,the inclusion geometry is spherical and 
when GI = to the inclusion geometry is plate like. 

(1) 

(2) 

Copyright © 1974 American Institute of Physics 2001 
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The results have been extended to thermal and elastic 
properties of fiber reinforced materials by Beran and 
Silnutzer 8 and Silnutzer. 9 The bounds in the'se "later 
cases include two constants representing geometric in­
formation. Each of these constants lies between i and 
t. The value i corresponds to a circular shape and the 
value t to a parallel lamella shape. 

The shape information in Miller's bounds reduced the 
spread of Hashin bounds by at least a factor of 2 for all 
volume fractions. At low volume fractions (below about 
10%

) it yielded bounds that were very close, even for 
inclusion to matrix conductivity ratios as high as 100. 
When a is large and vI > 10"1", we find that the bounds 
for k* are not very restrictive and cannot be used to 
predict the value of k*. What is needed is some in­
formation in the bounds to indicate how the inclusions 
are packed within the matrix. This packing information 
can be introduced by extending the trial functions used 
in deriving the bounds to include higher orders. This 
will lead to correlation functions of orders higher than 
3 appearing in the bounds. These-as we shall see-are 
the functions that include packing information. The new 
bounds will be more restrictive and could be used for 
the prediction of k* for higher values of a and VI~ 

In Sec. I of this paper, we develop the bounds. The 
upper bound is derived from the principle of minimum 
potential energy and the lower bound from the principle 
of minimum complementary energy. The bounds come 
in terms of the volume fraction, the conductivity of each 
of the two phases and the constants G, Gz, G3 , Mv and 
Mz. The small perturbation case (7] = kdk z - 1 « 1) 
is presented in Sec. II. It is shown that the bounds 
coincide to order 7]5 while Miller's bounds coincide to 
order 7]3 and Hashin bounds to order 7]z. In Sec. III we 
obtain bounds on the values of the constants G, Gz, G3 , 

Mvand Mz. These bounds are obtained by comparing 
our bounds to Miller's bounds and/or imposing the 
requirement that the bounds are positive and finite. The 
significance of the constants is discussed in Sec, IV. We 
show that the constants G, Gz, and G3 represent shape 
information and their values are obtained for the gener­
al case of a spheroid. On the other hand, it is shown 
that the constants MI and Mz represent packing in­
formation. In order to motivate a choice for possible 
values of packing parameters, we introduce the self­
consistent scheme in Sec. V. We use these values in 
the case of spherical inclusions to Compare our bounds 
to Miller's bounds for spheres. 

It is also shown that introducing the packing informa­
tion in the bounds enables us to recommend one shape 
of inclusions over the other in order to obtain higher 
conductivities for the same volume fractions. 

I. DEVELOPMENT OF THE BOUNDS FOR THE 
EFFECTIVE PROPERTIES 

A. Variational principles 

The bounds will be derived from the following varia­
tional principle s. 4 

(a) The integral 

U = ~ r. kE,E"dx 
2V 'v 

(3) 

(E i being the ith component of the temperature gradient 
vector or electric field, etc.) subject to the subsidiary 
condition 

2EK 
OijK-,,- = 0 

uXj 
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(4) 

is stationary for 

~kE.=O 
2x J 

J 

(5) 

Here, k is the thermal conductivity, and V is the volume 
of the medium under consideration. We suppose that V 
is enclosed by a surface S. The curl condition implies 
that E = 2cp/2xi, where cP is a scalar field (temperature, 
or electric potential, etc.). The variational prinCiple re­
quires the boundary condition; ocp(S) = 0, where ocp(S) is 
the variation of cp on S. 

(b) The integral 

1 DiDi 
U=-f.-dx (6) 

2V'v k ' 

being the heat flux (or electric displacement kE i) sub­
ject to the subsidiary condition 

2 
-D =0 
2x J 

J 

(7) 

is stationary for 

o . 'k~ ~D ,.~= O. 
'J 2x k 

J 

(8) 

The divergence condition implies Di = 0iJk(2/2xJ)A,., and 
as a boundary condition, we impose the requirement that 
the variation of A on S, oA(S) is zero. 

U is the total energy of the field, and it may be shown 
that U is minimum Uo• when the variation oU is set 
equal to zero~ 

The effective, conductivity can be defined for a statis­
tically homogeneous and isotropic medium, by 

U 0 = ik*e}fi = Wl5/k*, 
where 

Ei = ~ Iv Ei(x)dx 

(9) 

(10) 

is the volume average of E i' An upper bound on k* is 
derived by the use of prinCiple (a) by introducing an 
allowable trial function for E i [Le., a function that sat­
isfies Eq. (4)and the boundary conditions] into the right­
hand side of Eq. (3) and equating this to the first of the 
two expressions for U ° that is given by Eq. (9). We note 
that the specified boundary conditions uniquely deter­
mine E i • 'A lower bound on k* is derived by the use of 
principle (b) by introducing an allowable trial function 
for Di [Le., a function that satisfies Eq. (7) and the 
boundary conditions] into the right-hand side of Eq. (6) 
and equating this to the second of the two expressions 
for U that is given by Eq. (9). 

For an explicitly statistical interpretation of the 
problem use is made of an ergodiC hypothesis 10- 1Z 

and volume averaging is interpreted as ensemble 
averaging. 

B. Upper bound 

Our choice of a trial function to use in the first vari­
ational principle is motivated by a perturbation solution 
of Eq. (5) in powers of k'(x) where 

k(x) = k(x) + k'(x). (11) 

Accordingly we shall express E i in a series of the form 
00 (n) 

Ei(x) = ~ Ei(x) 
n=O 

(12) 
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(n) 

where E j is of order (k'/k)nE 3' We assume that the 
material is subjected to a constant temperature gradient 
(or electric field) in the 3 direction, i.e., 

(13) 

Convergence is assumed if pn /k fl < 1 for all n (Ref. 
13). The bar on the top is used to indicate ensemble 
averaging. In Eq. (12),E;<0) is a constant. 

Substituting the form of Ej' Eq. (12) in Eqs. (5) and (4), 
we have 

k- L E j +E j - k'(x) + - k'(x) 2: E j = 0 
o 00 (n) (0) 0 a ( 00 (n») 

ox j n ~ 1 ox j ox j n ~ 1 

and 

= o. 

In Eqs. (14) and (15) terms of the first order (n == 1) 
give 

and 

(14) 

(15) 

(16) 

(17) 

The solution of Eq. (16) subject to the condition in Eq. 
(17), using the free space Green's function (l/r) is 

(0) 

(1) - E. 0 r 
Ej(x) = ~ f -k'(x')~dx', (18) 

41Tk x' ox~ r3 

where r = x - x'. Considering terms of the second 
order in Eqs. (14) and (15), and solving the resulting 
equations, we find 

(2) 1 0 (1) r· 
E .(x) = - _ ( -k'(x')E (x') ~dx' . 

, 41Tk . x' ox' J r 3 
J 

(1) 

Using the expression for E j given by Eq. (18) we have 

(0) 

(19) 

E .(x) = -~- r _0_ r k'(x')k'(x") 1 - j dx" (2) E ( (X' x" ) ) 

, (41Tk)2 'x' ox~ Ox" lx' -X"13 

(x--x'.) 
X ' 'dx'. (20) 

Ix _X'13 

Ensemble-~veraging both sides of Eqs. (18) and (20), we 
find that E j(1) = EPJ = O. Similarly, we can-in general­
show that 

(n) 

E j = 0, n ~ 1. (21) 

Imposing th~ condition given by Eq. (13) on Eq. (12), we 
find Ej(O) = E 30;3, and hence in Eq. (12) we find 

00 (n) 

E; =E3 0 j3 + L E j • 

n~l 

In order to obtain the upper bound, we introduce the 
trial function 

(22) 

_ (1) (2) (.NJ 

j(x) = E30;3 + A1E j(x) + A2E j(x) + ... + ANE j(x). (23) 

where A1' A2,···, AN are modifying multipliers. 
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Here NEi(X) is equal to Ej(x) if the Ak = 1, k = 1,2, ... , 
and N -t <Y:!. Here we emphasize that the trial function 
presented above satisfies the conditions required for an 
allowable trial function exactly. There is no approxi­
mation in the bounds and their validity does not rest on 
any convergence requirements. 

From the above mentioned variational principles and 
Eqs. (3) and (9) we may write 

k*E2 "" <kE -E .), 
3 ' , 

(24) 

where E j (x) is any trial function. Here we shall consider 
the form given in Eq. (23). For N = 2, Eq. (24) gives 

(1)(1) (1) 

k*E§ "" kE~ +.hI (EjE) + 2A1E3(k'E3) 

(1) (1) (2) (1) (2) 
+ AI(k'EjE j) + 2E3 A2 (k'E 3 ) + 2.h1A2(E jE j> 

(1)(2) (2)(2) (2)(2) 
+ 2A1A2<k'EjEj> + .h~(EjE) + A~(k'EjEJ (25) 

Equations (18) and (20) are next substituted in Eq. (25). 
We note that several of the integrations required by the 
resulting expressions can be either fully or partially 
accomplished (see, for example, Ref. 14). After an ex­
tensive amount of manipulation we obtain the following 
inequality on k* 

k* "" k + (~Ar - ~A1)(k'2)/k + At! + 2A2J 

+ 2kA1A2K + 2A1A2L + h~M + A~T, (26) 

where 

1 (1)(1) l' ~2 
! = =-(k'E.E.) = -_- r r __ u_ (k'(x)k'(x')k'(x"» 

E~ " (41Tk)2 ox' Ox" oX30x~ 

(x.-x'.) (x.-x"-) 
x' • , 'dx' dx", (2) 

I x - x' I 3 I x - x" I 3 7 

(2) 

J =! (k'E ) = ~ r ~ (r _0_ (k'(x)k'(x')k'(x"» 
E3 3 (41Tk)2 ox' ox) ·x'· ilx~ 

x (x; -x;) dXII) (X3 -x'3) dx' 

I x' - x" I 3 I x - x' I 3 ' 
(28) 

1 (1) (2) 
K = =-(E.E.) 

E~ " 

- - 1 r 0 [f 0 (r 0 (k'( ')k'( ")k'( III» 
- (41Tk)3 ox' OX'3 x" ox~ ox'" ox;' x x X 

(x"--x"'.) ) ('-- ".) J (.- '-) X J . J dxlll x, -x 'dx" x'. x, dx' 
I x" - XIII I 3 I x' - x" I 3 I x - x' I 3 ' 

(29) 

L =! (k'E-E.> = -! r _0_ r _0_ 
(1)(2) [ 

E~ " (41Tk)3'x'ox 3 ° x "ox'j 

x f _0_ (k'(x)k'(x')k'(x")k'(x lll » J - J dxlll 
(

x" x"') ) 

x'" ax;;' Ix" - x'" 13 

x (x'j-X';) dxllJ (Xi-X;) dx', 

lx' - x" 13 Ix - X'I3 
(30) 

M = - (E -E.) = -- r - r-1 (2) (2) 1 0 { 0 

E~ " (41Tk)4 'x' oxj ox" ox:; 
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and 

x [r _0_ (r _0_ (k'(x')k'(x")k'(x"')k'(x"") 
"x",ox: "x 'Jll ax'3' 

X m m dx'''' , 'dx'" (x'" -x"") ) (x'~ -x"') J 
Ix lll -x"ll

/
3 Ix"_x"'/3 

(x)' -x'}'.) } (x,. -x',.) 
X dx" dx' 

Ix'-x"13 Ix-x'13' 
(31) 

T=-(kEE·)=--1 1-1 ,(2)(2) 1 a { a 
E~ " (41Tk)4 x' ax) . x" ax; 

X [1 _0_ (r _0_ (k'(x)k'(x')k'(x")k'(x"')k'(x"") 
x'" ax: "x"" ax;" 

X m m dx"" , 'dx'" x j - x j dx" (x"'-x"") )(X".-x"~) J(I ") } 
Ix'" -x""13 Ix" -x"'13 lx' -x"13 

(x. -x'.) 
x ' 'dx/. 

Ix-x'13 
(32) 

The upper bound is given by the rhs of Eq. (26). The 
values of A1 and A2 are chosen so as to provide the best 
upper bound. That is, to minimize the right-hand side 
of Eq. (26). The correct values for A1 and A2 are 

and 

HJ72"/k)(kM + T) + J(kK + L) 

A1 = [HJ72"/k) + I](kM + T) - (kK + L)2 

_[iOi'2/k)+l]J - ik'2/k (kK + L) 

A2 = (tJ?2"/k + I)(kM + T) - (kK + L)2' 

(33) 

(34) 

The expressions for I, J,K, L, M, and T show them to 
include corre lation functions of third -, fourth -, and 
fifth-orders. The information contained in these cor­
relation functions is enormous and would be difficult to 
obtain (see the work of Corson6 involving measure­
ments of third-order correlation functions). Thus, as 
a general expression, one must expect that Eq. (26) will 
have limited practical applicability. If, however, one 
limits consideration to a class of materials termed a 
two-phase cell material, then a Simplified expression 
can be achieved that promises to be of a great practi­
cal utility. As we shall see for a two-phase cell 
material, the difficulty of determining the higher-order 
correlation functions required by the bounds can be 
expressed in terms of a limited number of parameters. 
Further, we shall see that these parameters can be 
associated with simple geometrical concepts. That is, 
they amount to shape factors, or clustering factors. 

The concept of a two-phase cell material was in­
troduced by Miller, 7 who applied it to Beran and 
Molyneux bounds. Miller showed that, for his model, 
the integrals of the three-point correlation function 
required by the bounds could be expressed in terms of 
two constant parameters. These parameters were sub­
sequently identified as shape factors. The bounds so 
obtained were seen to represent a considerable im­
provement over the Hashin-Shtrikman bounds, which 
have been shown to be the best possible bounds that 
one can obtain that incorporates only volume fraction 
information. Further, Miller discussed the applica­
bility of the two-phase cell material to real two-phase 
materials. For example,he showed that a Poisson 
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material15,16 is a special case of the cell material. 
In addition, he showed that by varying the values of the 
shape factors required by his bounds he could sweep 
out most of the space between the Hashin-Shtrikman 
bounds. From this, one can conclude that the two-phase 
cell material covers a broad class of physically im­
portant two-phase materials. 

In the present paper we introduce a symmetric two­
phase cell model and simplify the general expressions 
we obtain as bounds. The extension to the more general 
asymmetric model is straightforward but requires a 
greatly increased amount of algebraic manipulations. 
This, and the fact that the results for the asymmetric 
model reduce to those of the symmetric model for low 
concentrations, motivates this initial restriction to the 
symmetric model. It is planned to carry out the re­
quired extensions in a subsequent effort. 

Briefly, in the symmetric two-phase cell material, 
the space is divided into a large number of closed sur­
faces. These closed regions are called cells. The 
subdivision of the space is arbitrary except for ful­
filling the following requirements: 

(1) Space is completely covered by cells; 

(2) cells are distributed in a manner such that the 
material is statistically homogeneous and isotropic; 

(3) the material property k of a cell is statistically 
independent of the material property of any other cell; 

(4) the conditional probabilities of n pOints in and 
m points not being in the same cell of a particular 
material, given that one point is in a cell of that 
material, are the same for each material. 

The bounds obtained by Miller [Eqs. (1) and (2)], 
included shape information (through G1 and GM ). As 
we ment ioned before, these bounds offer a substantial 
improvement over the Hashin-Shtrikman bounds. There 
is an improvement of 50% at a. = 10, for v = t, and 
greater improvement at the other values of v. By 
"improvement" we mean the reduction in width of the 
new bounds as compared to the Hashin-Shtrikman 
bounds. 

From the expressions for the correlation functions 
(Appendix B), and Eq. (27) we write 

1= k2 71 3 [V(1 - v)(1 - 21')/(1 + V71)2]G, 

where 

(35) 

02g(X x' x") (x. -x') (x. _X/~) 
G 1 1 1 " "" dx' dx" 

= (41T)2 x' x" ox~ox; Ix-x'1 3 Ix-x"13 
(36) 

Here gn "" gn (x, x', x") is the conditional probability 
that all three points-picked at random-are in the same 
cell of material property k

1l
, given that one of the points 

is in a cell with material property k
1l

• For a symmetric 
cell material,gl = g2 = g. 

Similarly 

J = k271 3 [V(1 - v)(1 - 2v)/(1 + V1])2]G, 

where 

G --1-1 ~ (1 _0_ (x x' x") 
- (41T)2 x' oxj x" ox;g , , 

x j . j dx" 3 3 dx' , ( X' -x") ) (x -x') 

1 x' - x" 13 1 x - x' 1 3 

and 

(37) 

(38) 
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K = -1)3[1'(1 - v)(1 - 2v)/(1 + V1))3]G, 

where 

(39) 

G = _1_ f _0 [f _0 (f _0_ (x' x" x"') 
(41T)3 x' ox; x" ox') x'" ox'~ g , , 

X ) ) dx'" i i dx" XiX i d' (x"-x"') ) (x'-x") ]( - ') 

Ix" - x", 13 lx' - x"1 3 Ix _ x' 13 x. 

In Appendix C we show that 0 = G = G. We also have 

L = [- k 2v(1 - v)1)4/(1 + V1)3]{[(1- v)3 + v3]02 

+ v(1 - v)M1}, 

where 

O 1 f 0 [f 0 ( r 0 ( , II III) =-- -- -- -- x x x X 
2 (41T)3 x' ox; x" ox) 'x'" ox'~ g , , , 

(40) 

(41) 

x j j dx'" i i fiX" i i dx' 
(x" -x"') ) (x' -x") J (x -x') 

I x" - x", 13 I x' - x" I 3 I x - x' 13 

and 
(42) 

(x"-x"') )(X'-X
II

) ] j ) d'" i i d II X X x 
Ix" -x"'13 lx' -x"13 

(x. -x'-) 
, 'dx'. 

Ix-x'13 

The function g is defined in a similar way to g except 
it refers to four points instead of three. 

(43) 

Here Qn = Qn (x, x', x", x"') is the conditional probabil­
ity that any two points are in one cell and the other two 
pOints are in another cell given that one point (x"') is in 
a cell with material property kn • For a symmetric cell 
material Q 1 = Q2 = Q. 

Similarly 

M = [d1 - v)1)4/(1 + V1)4]{((1 - v)3 + v3]G2 + v(1 - v)M1}, 

(44) 
where 

G __ 1_ r ~ {f _0 [f _0_ (r _0_ 
2 - (41T)4 'x' ox~ x" ox; x'" ox:;: 'x"" ox'~' 

(x'" "") ) (" III) 
X g(x' x" x", x"") m -x m dx"" x i-X i dX"'] 

, " Ix"'_x""[3 IX"_x"'t3 

j ) d II , i d ' x x x 
( X' -x") } (x -x') 

I x' - x" I 3 I x - x' I 3 

and 

M __ 1_ r ~ jr _0 [r _0_ (r _0_ 
1 - (41T)4 'x' ox; ('x" ox; 'x'" ox;:" . x"" ox'~' 

(45) 

x Q(x' x" x'" x"") m m dx"" dx'" 
. (x'" -x"") ) (X',~ - X',~') J 
,,' [x",-x"I1[3 Ix ll -x"'J3 

(x)'-x')') ) (Xi-X;) 
x dx" ~ dx'. 

I x' - x" I 3 f I x - x' I 3 
(46) 

Finally, 

T = [k2v(1 - v)1)5/(1 + V1)4]{[(1 - V)4 - V4]03 

+ v(1 - v)(1 - 2v)M2}, (47) 

J. Math. Phys., Vol. 15, No. 11, November 1974 

where 

0 3 = (4~)4 .rx' o~; {c 0:; [rx'" 0::;: (C" ox~;' 
x g(x,x', x", XIII, x"") m m dx"" 

(x"'-x"") ) 

Ix'" -x""13 

x ' , dx'" ) } dx" , 'dx' 
(x"-x"') ] (x'-x") } (x.-x~) 

Ix" -x"'13 lx' -X"13 Ix-x'13 
(48) 

and 

M - _1_ r ~ {r _0 [r _0_ 
2-(4 )4"x'0' 'x" ~"'x"'~'" 1T x} vX3 vX m 

x r -- Q( I " "' 1111) xm - m A.-"" 
( 

il (", X"") ) 
"x"" ox';' x,X ,x ,x ,x Ix'" _x""13UA 

X j i dx'" j - X j dx" , 'dx'. (x" -x''') ] (x',,) (x. -X~) 

Ix" - x", 1
3 lx' - x" 13 Ix - x' 13 

(49) 
Here, 9 is defined in a similar way to g except it refers 
to five points instead of three. The function Q is also 
defined in a similar way to Q except it refers to three 
points in the same cell and two points in another cell. 
We show in Appendix C that O2 = G2 and M1 = MI' 

C. Lower bound 

To derive the lower bound, we proceed in a similar 
fashion. Our motivation of a trial function to use in the 
second variational prinCiple is motivated by a perturba­
tion solution of Eq. (8) in powers of k'(x). 

Accordingly, we might begin by expressing 

00 (p) 

Di(x) = 6 Di(x). 
p=o 

(p) 

Here,D i is the order (k'P/k P).o3 , where 

D3 = k*E3' 

(50) 

(51) 

Equation (51) is an alternate definition of k* consistent 
with the definition given by Eq. (9).10 As in Eq. (13) the 
condition 

(52) 

must be satisfied. Substituting Di given by Eq. (50) into 
Eqs. (7) and (8), separating terms of the first and second 
order, we obtain differential equations in Di(l) and Di (2). 

Solving the~ equations and ensemble averaging, we 
find that Di (1) ~ 0 while the solution for Di (2) leads to 
the result DF2) ;.0 O. This was not encountered in the 
case of the upper bound. For this reason we find it con­
venient to write in place of Eq. (50) 

(0) 00 (p) (p) 

Di(x) = Di + 6 (D j + fli)' (53) 
p=l 

where Di(O) is a constan!...and D/P> = O. Here (Dj(P) + Di(P» 
is of the order (k'P/kP)D 3 • The condition given by Eq. 
(52) should still be satisfied. Equations (50) and (52) 
give 

(0) 00 (p) 

.o3 0 i3 = Di + 6 .oi · (54) 
/>=1 

In this case, terms of the first order in the differential 
equations lead to 
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a (1) Ql 
- (D. +D.) = 0 
~ , , 
vX i 

(55) 

and 

(56) 

solving these equations, we obtain 
(0) 

(0) k' D " (x -x') 
=D.-=--~ r _V_k'(x') i i dx.'. 

'k2 41fk' x'ax' Ix-x'13 
} (57) 

Ensemble-averaging Eq. (57), we obtain 

(1) 

D; = 0; 

therefore, 
(0) 

(1) (0) k' D· r" (x. - x~) 
D. = D. -=- - ~ _v_ k'(x') , 'dx.'. 

, 'k 41fk'x'ax~ Ix-x'13 
J 

(58) 

(59) 

For terms of order (k'2 /k2)D3' the solution of the re­
sulting differential equations is 

(2) ~ (0) k'2 k' (1) ~ 1 r a 
(Di +D;) =-Di -=- +-=- (Di +Di) +-- -

k 2 k 41fk 'x' ax; 

(
0) k'2( ) ~(1) (1) ~~. (x. -x~) 

x D ~ - k'(x') D.{x') + D(x') , 'dx'. 
} k }} I x - x' I 3 

(60) 

Ensemble averaging the above equation, realizing that 
D;(1) = 0 and a/ax;<k'2(x'» = 0, yields 

tJ. = - jJ'<k'2) + ~(k,i5.) __ 1_ J ~ 
, , k 2 k ' 41f k x' ax' 

J 
(1) (x. - x~) 

x (k'{x')D.(x'» , 'dx'. (61) 
} Ix - x'13 

Using Eq. (59), we can write 

(0) 

(2) D. ~ (x -x~) 
D. = - -?-- J _v (k'(x)k'{x'» , 'dx.' 

, 41fk2 x'ax' Ix-x'13 
} 

(0) 

Dk J a 
+ (41fk)2 x' ax; 

rJ _0 (k'(x')k'{x"» l x" ox; 

X J } dx." , 'dx' 
(x~ _X~I) ] (x. -x~) 

I x' - x" 13 I x - x' I 3 ' 

which simplifies to 

(2) (0) 

Di = - D i (k'2)/3k2• 

(62) 

(63) 

Using this relation and Eq. (59) in Eq. (60), we have after 
Simplification 

(0) 
(2) D(k'2) D.(O) (x.-x~) 
D. = -'-' _- - ~ r -O-k'(x)k'(x') , 'dx.' 

, 3 k 2 41fk2 . x' ox' I x - x' 1 3 

(0) J 

+ D: r _0 [J -O-k'(x')k'(x") 
(41Tk)2 'x' ox; x" ax~ 

x (xi-x)') dx.'] (Xi-X;) dx'. 

Ix'-x"13 Ix-x'13 
(64) 
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Following the previous analysis, we can in general show 
that 

(p) (0) 

D; = (_)(P-1)(D;!3(P-1)kP)(k'P), p "" 2. (65) 

Referring to Eq. (54) and substituting for li;(p), the ex­
pression in Eq. (65), we obtain 

_ (0) ~ 00 (k'P) ) 
D 315' 3 =D 1 + 6 (_)(P-1) _. 

• , P =1 3 (P-1)kP 

Since the quantity between brackets in the rhs of the 
above equation is not equal to zero, we can write 

(0) (0) 

Di =D315;3; 

Eqs. (53) and (54) give 
00 (p) 

Di(x) = D 315 i3 + I: Di(x). 
p=l 

In order to obtain the lower bound, we introduce the 
trial function 

(1) (N) 

(66) 

(67) 

(68) 

ND;(x) = D 315 i3 + il1D;(X) + .•. + ~Di(X), (69) 

where ill' il2' ..• ,ilN are modifying multipliers. Here 
ND;(X) is equal to Di(x) if the ~ = 1 and N ~ 00. Using 
Eqs. (6), (9), and (52), we can write 

where D i (x) is any trial function. We shall consider 
Di(x) as given by Eq. (69) for N = 2. Equation (70) 
yields 

(1) (2) 

(70) 

DVk*.;; (1/k)D~ + 2~D3 (D3{x)/k(x» + 2~D3 (D3(x)/k(x» 

(1) (1) (1) (2) 

+ f112 (Di(x)D;(x)/k(x» + 2~~ (Di(x)Di(x)/k{x») 

(2) (2) 

+ ~ 2 (Di(x)D i(x)/k(x». (71) 

(1) 

Using the expression for Di(x) -Eq. (59)-together with 
Eq. (67) yields, after performing the resulting integra­
tion, 

(1) (0) 

2D3 (D 3(x)/k(x» = ~ (D3D 3/k)(k'/k). 

Similarly we may show that4 

(1)(1) (of 
(DP/k) = D3 [(1/3k2)(k'2/k) + Q], 

where 

Q = _1_ ~ r ( ~ (k'(x')k'(x")/k(x» 
161T2 k2 'x' 'x" ox~ax; 

(72) 

(73) 

(Xi-X;) (x.-x") 
x " dx.' dx" , 

I x - x' I 3 1 x - x" I 3 

and we can rewrite Eq. (71) as 

(0) (of 

k* "" DV{(1/k)D~ + ~ ~ (D3D3/k)(k'/k) + ~2D3 

x [1/3k2)(k'2/k) + Q) + 2~ D~R + 2~~ D~W + ~2 D~Z}. 
(74) 

The rhs of this equation represents the lower bound. In 
Eq. (74) we have 
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~) ~ ~ 

1 /D3(X)\ 1 D3 (1~ (k'2) D3 

R = 153 \ k(x) / = 3" 153 k/ k 2 - 471k2D3 
(0) 

r a ~k'(X)k'(X')~ (x3 - x3), D3 r a x - dx+-
'x'ox; k(x) Ix-x'13 (471k)2~'x'oxl 

X [1 ~ /1t(x')k'(x")\ (xi - xj) fix"] (X3 -X3) dx', 

x" ox~ \ k(x) / I x' - x" 13 I x - x' 13 
(75) 

(1) (2) (01- (oj 

W =! /Di(X)Di(X») = ~ ~3 (~) (~'2) _ ~ ~3 (~'2) 
D~ \ k(x) 3 D~ k k 3 3 D~ k 2 

~ ) 

( ') D(o)2 
x _1_ f ~ k'(x') x3 -X3 dx' _ 3 

471k x' oX3' k(x) I x - x'I3 D23471k~ 
(or 

x - fix + -f a (k I2 (X)k'(X'») (X3 -X3), D3 f a 
x' oX 3 k(x) I x - x' 1 3 D~16712k3 x' ax; 

x [f _o_/k'(x)k'(x/)k'(x")\ (xi - x']) fix'] (X 3 - X3) dx' 

x' ox~\ k(x) /lx'-x"13 Ix-x'13 
(0'1 , 
D3 r 02 /k'(x)k'(x')k'(x")\ (Xi -Xi) 

+ D§1671 2k 3 Ix' . x" aX30X~ \ k(x) ! Ix - x"13 
(oj 

X i ; fix'dx" _ 3 1 _0_ 1 _0_ f _0_ (x - XIII) D [( 

I x - x" 1 3 D~(471k)3 x' 0"i' x" ax (3 x'" ax (3' 

x /k'(x')k'(x")k'(x lll
)\ {Xi -X/") dXIlt) (xi -xj') dx'J 

\ k(x) I I x - xllt 13 I x' - x" 13 

(X-X~) 
X l 'dx' 

Ix-x'13 ' 
(76) 

and 
(2) (2) (01- (0)2 

Z = ~ (V;(X)Di(X») = ~ ~3 [(~'2)1 2 (~) + D3_ 
D~ k(x) 9 D~ k 2 J k D~(471k)2 

x r r _a_2 _ /k'2(X)k'(x')k'(x'1\ (Xi - X;) fix' (Xi - x;') fix" 
'x"x"aX'3ax;;\ k(x) /lx-x'13 Ix-x"13 
(ol 
D3 1 1 r a:.! (1 J a2 

+ 15~ (1671 2k)2 x" x'" ox;ax;:; x" x"" Ox;;ox'3' 

X/~'(X)k'(XII)k'(X"')k'(XIIII») (xi -xl') dx" (X;:; -x';;,') dx llll) 

'\ k(x) Ix'-x"13 IXIlt _X"1 13 

(01-
(X. -x') (x. _XIII) 2 D 3 /1.'2) 1 x ' l fix' , 'dx llt ___ _ '1< _ _ _ 

Ix-x'13 Ix-x1ll 13 315~ k 2 471k2 

(01-

f a (k'(X)k'(X'») (X 3 -x;) , 2 D3 
X - fix +--

x'ax 3 k(x) Ix-x'13 315~ 

(k'2) 1 a ( a /k'(X')k'(X"») 
x k 2 16712k2 Ix' ox; Ix" ax:; \ k(x) 

(0)2 

x (xi -xj') fix") (X 3 -x3) dx' _ 2 D3 __ 1_ 1 _0_ 

Ix'-x"1 3 Ix-x'13 15~ (471)3k 4 x' ax; 

x [1 _0_ (1 _a_lk'(X)k'(X')k'(X")k'(X
III ») 

x" ox(3 x'" Ox'3 \ k(x) 

X i i fix III ) } dx" i i fix'. 
( X -XIII) ) (x'-x") J (x -x') 

Ix-x1ll 13 Ix'-x"J3 Ix-x'13 
(77) 
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Using the expressions for the correlation functions in 
Appendix B together with the relations between the con­
stants in Appendix C, we can write 

(0) (0) (0) 

R = ~ ~3 /~) (~'2) _ ~ ~3 ~ (k'2)+!!:: k'~ 
3 D3 \k k 2 3 D3 k 2 k D3k2 k1 

(0) 

v(2v l)7)G D 3 1 k'1
3 

V 1 x - + =-::- - -- (1 + 1] - V1])--
(I - v) D3 k 2 k1 (1 - v) 1611 2 

x a 0, II ) - ) dx" 3 - 3 dx' 
[

(x' x") ] (x x') 

Ix'ax; IX"OX3f(x,x)lx'_xIl13 Ix-x'13 ' 

where fn (x', x") is the conditional probability that two 
points (x', x") are in the same cell with material pro­
perty kn' given that one point is in a cell with material 
property kn • For symmetric cell materials f1 = f2 = f· 

The last integral in this equation is shown in Appen­
dix D to be zero, and we can write 

(0) 

R = [D3(1 + 1])-1/k2153(1 + V1])2]v(1 - v)(l - 2v)rJ 3(t - G), 
(78) 

where 1] = QI - 1 = kdk2 - 1. 

Similarly after a great deal of manipulations we can 
write 

(0)2 
D3 (1 + 1])-1 

W = v(l - V)1]3{(- t + G) + 1](G2 - G) 
k2D~ (1 + V1])3 

and 

+ v[(% - 2G) + 1](- ~ + 5G - 3G2 + M 1 )] 

+ v2[1/(; - 6G + 3G 2 - M 1)]} 

(01-
D 3 (1 + 1])-1 

Z = v(l - V)1]4{(G - G2) + 1](G2 - G3) 
k2D~(1 + V1])4 

+ v[(~ - 4G + 3G2 - M 1) + 7)(~ + ~G - 6G2 + 4G 3 

+ M1 - M 2 )] + v2 [(- ~ + 4G - 3G2 + M 1 ) + 7)(-~ 

- 5G + 12G2 - 4M1 - 6G 3 + 3M2 )] + v3[1](.'fG 

(79) 

- 9G2 + 4G 3 + 3M1 - 2M2 )]}, (80) 

The multipliers iJ.1 and iJ.2 in Eq. (74) are chosen to give 
the best lower bound. It is found that 

and 

iJ.2 = 

(0) 

-R[(1/3k2)(k'2/k) + Q] + %(153/D 3)(W/k)(k'/k) 

(0) 

Z[(1/3k2)(k'2/k) + Q] - W2(15dD 3)2 

II. SMALL PERTURBATION CASE 

The bounds are expanded for small perturbations 
(7) = QI - 1 « 1). It is found that the upper and lower 
bounds coincide to order 1]5 and take the form: 

(82) 
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k*/k2 = 1 + VT/ - tVT/ 2 + GVT/3 - G2V1J 4 + G3V1J 5 + ... 
+ tv2y/2 + (t - 3G)v2T/3 + (4G 2 -2G - M I )V2T/4 

+ (3G 2 - 5G 3 + M2)V2T/5 + ... 

+ (- t + 2G)V3T/3 + (- t + 6G - 6G2 + 2MI )v3T/4 

+ (3G - 12G2 + 3MI + 10G 3 - 4M2)v3T/5 + ... 
+ (t - 4G + 3G2 - M 1 )V4T/4 + (t - 9G + 18G2 
- 6MI - 10G3 + 5M2)v4T/5 + ... 
+ (- t + 6G - 9G2 + 3M1 + 4G3 - 2M2)v5T/5 + ... 

(83) 
(to order T/5 and all powers of v). 

The perturbation solution was calculated and found to 
coincide to the bounds to order T/5 as given by the above 
equation. 

If Miller's bounds-Eqs. (1) and (2)...:are expanded for 
small T/, we obtain 

kUM/k2 = 1 + VT/ - tVT/2 + GVT/3 - 3G2VT/4 + 9G3VT/5 + '" 
+ tv2T/ 2 + (t - 3G)v2T/ 3 + (15G2 - 2G)V2T/4 

+ (9G2 - 63G3)v2T/5 + ... 
+ (- t + 2G)v 3T/3 + ... 

and 

k LM/k2 =1 + VT/ - tVl/2 + GVT/3 + (~G2 - 2G + ~ )VT/4 

+ i(9G3 - 15G2 + llG - 1)VT/5 + ... 

(84) 

+ tv2T/ 2 + H - 3G)v2T/3 + (- ~ + 8G - ~G2)v2T/4 

+ (:: _ 155 G + ~G2 _ ~G3)V2'1'15 + ... 
12 12 4 4 ., 

(85) 

Similarly Hashin bounds for small perturbations give 

kUH/k2 = 1 + vT/ - tVT/ 2 + tVl/3 + ". 
+ tv2T/ 2 - ~V2T/3 + ... - ~V3T/3 + . . . (86) 

and 

k L H/k2 = 1 + VT/ - tVT/ 2 + ~VT/3 + . .. + tv2T/ 2 

- ~V2T/3 + . " + ~V3T/3 + . . . (87) 

We can see that Hashin bounds provide an exact solution 
for the conductivity k*, for small perturbations up to 
order T/ 2 , while Miller bounds give an exact solution up 
to order 1)3 since the bounds coincide to these orders. 
We also see that our bounds give the exact solution to 
order T/5 and all values of v. The solution provided by 
our bounds includes both Miller and Hashin solutions. 
We also notice that the information included in Hashin 
bounds are volume fraction information (v). In case of 
Miller bounds, they include-beside the volume fraction 
information-the number G. It was shown by Miller 7 

that this number has a geometriC Significance. It was 
bounded and found to lie between ~ and t. The value ~ 
was shown to belong to sphericallnc1usions and the 9 

value t to platelike inclusions. On the other hand, our 
bounds include the constants G, G2 , G3 , M I , and M 2 • 

Here G is the same number appearing in Miller bounds. 
In this paper, we will find general bounds on the rest of 
the constants, and show their physical significance. 

The small perturbation expansion of our bounds shows 
an improvement over Miller bounds since our bounds 
coincide to order 1)5 while his coincide to order T/3 only. 
A numerical evaluation of this improvement will be 
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given later for the special cases of spherical and plate­
shaped inclusions. 

III. BOUNDS ON THE CONSTANTS G, G2 , G3 , M 1 , 

ANDM2 

In this section we present bounds on the constants 
G, G2 , G 3 , M I , and M 2 • These bounds give the range of 
existence of each of these constants. The bounds on the 
constant G were obtained by Miller. He found that 
~ "" G "" t. Miller used the fact that his upper and 
lower bounds are positive and finite to obtain these 
bounds. Here we obtained the same bounds on G in an 
alternative way. Miller's upper and lower bounds must 
satisfy the relation k UM ;;. k LM' Going to the small 
perturbation limit and taking terms up to order V'l14 
leads to the required bounds on G. The bounds on G2 , 

G3 , and M2 are obtained by going to the perturbation 
limit and applying the condition that our bounds lie 
within Miller's bounds, or 

kUM ;;'ku and k LM "" k L· 

This can be easily proven using the Cauchy Schwartz 
inequality .1 7 

In the case of v = 0.5, the bounds are independent 
of G, G3 , and M 2 • This is also expected since in this 
case we have a symmetric random medium. For such 
a medium the odd-order moments could be related to 
the lower even order moments. IO The constants G, G3 , 

and M2 are derived from the third and fifth order 
moments which could be reduced to the second and 
fourth order moments expressed in terms of the con­
stants G2 and MI' This case was conSidered, and the 
condition that the bounds must be positive is used to 
obtain bounds on Ml in terms of G2 . Because of the 
great deal of algebra involved in these calculations, 
we only list here the bounds on these constants: 

- 8G (tG2 - tG 3 + GG 2 + GG3 - G~ - G2) 

(1 - 3G)2 (- ~ + ~G - iG2 - G2)2 

(G 2 - iG3 - GG2 - tG + G2)2 (1 ) 
X 1 4 2 -4"3- G 

(-9 +"3 G - "3G2 - G2)2 

(tG2 - tG3 + GG2 + GG 3 - G~ - G2) 
X ( 1 4 2 2) -g+"3 G -"3G2- G 

+2(-~+5G-3G2 +M1 ) 

(88) 

(89) 

(90) 

(91) 

(92a) 

+ 2G 

(G 2 - iG3 - GG 3 - tG + G2) (1 4 
X 1 4 2 + 9 + 3"G - 6G 2 

(-9 +"3 G - "3 G2 - G2) 

(92b) 
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Taking all the possible values of G in Eq. (89), we find 

(93) 

Similarly considering all possible values of G and G2 
in Eq. (90), we find 

IV. SIGNIFICANCE OF THE CONSTANTS 

A. The constants G, G2 , and G3 

(94) 

In order to show the nature of these constants, we 
present the solution of the single body problem. By this 
we mean the solution for the effective conductivity of a 
single body embedded in an infinite medium of another 
material. This problem has been solved in the litera­
ture for different geometries. Here we shall outline the 
nature of the problem. Let kl and k2 be the thermal con­
ductivities of the body and the medium respectively. 
It can be shown that18 

(95) 

where 11 = E JE is the ratio between the temperatu~ 
gradient averaged over the volume of t~ inclusion (E 1) 
and the applied temperature gradient (E). As we see, 
k* may be calculated if 11 is known. 

The special case of a spheroid was considered and 11 
was calculated.1 9 The spheroid was placed in a constant 
temperature gradient (or electric field). After 11 was 
substituted into Eq. (95) it was found that 

* ~ (k 1 - k2 ) cos 2 
(\Ii 

k = k2 + VI L..J *. , 
i=11 + Ai(kdk - 1) 

(96) 

where (\Ii are the angles made by the spheroid axes and 
the applied field. We assume randomly oriented 
spheroids (COS 2 (\1i = t, i = 1,2,3). Here Ai depend on 
the axial ratios of the spheroid, where 

(97) 

For 
A = 0 
A = ~ 
A = i 

the spheroid reduces to a plate, 
the spheroid reduces to a phere, 
the spheroid reduces to a needle. 

In Eq. (96) the spheroid is assumed to be placed in a 
homogeneous medium of conductivity k*. If we assume 
the medium to have a conductivity k ,we place k* = k2 
in the rhs of Eq. (96). If we use Eq. (97) in Eq. (96) and 
expand the rhs for small perturbations writing vI as V, 

we find 

k* /k 2 = 1 + v'f/ - ~V1I2 + ~v'f/3[2A2 + (1 - 2A)2] 

- ~v'f/4[2A3 + (1 - 2A)3] + ~Vl/5[2A4 
+ (1 - 2A)4] + ... . (98) 

Since our bounds give the exact solution to order 1}5; 
we compare terms of orders V'f/3, V'f/ 4, and VTJ5 in Eqs. 
(83) and (98) to obtain values for G, G 2 , and G3 in the 
general case of a spheroid. We find 

and 

G = H2A2 + (1 - 2A)2], 

G2 = U2A3 + (1 - 2A)3], 
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(99) 

For spheres,A = t, Eq. (99) gives 

G =·L G2 = .;, , and G3 =;A . (100) 

For plates A = 0, and we have 

G =~, (101) 

Similarly for needles (A = i) we obtain 

(102) 

As we see from the above, the knowledge of the geometry 
is enough to obtain an exact solution for small con­
centrations (neglecting the V2 terms, or the effect of 
the particles on each other). We also see that we can 
identify the constants G, G2 , and G3 for any geometry. 
Equation (99) gives the constants for a spheroid. There­
fore the constants G, G2 , and G3 are geometric con­
stants. From the bounds on G, G?, and G3 [Eqs. (88), 
(93) and (94)] and Eqs. (100) and (101), we see that the 
lower bounds, on these constants correspond to a 
spherical geometry while the upper bounds correspond 
to a platelike geometry. 

In general, we need an infinite number of these con­
stants in order to define the geometry completely. In 
some cases, only a few number of these constants is 
required. For example, in the cases of spheres and 
plates, the constant G is enough to specify the geometry. 
For G = ; (sphere), the bounds on G2 [Eq. (89)] give 

which is the value for spheres, given by Eq. (100). For 
G = i and G2 = ~,Eq. (90) gives 

which is again the value for spheres [Eq. (100)]. In 
other words, the specification of the value G =i leads 
to the specification of the values of G2 , G 3 -and so on. 
Similar results can be obtained for plates. 

For needles,the value G =~ [Eq.(102)] leads to 
~ <s G2 <s {. We see here that for a needle geometry 
the value G = ~ is not enough to specify G2 • If we pick 
the value G = 12 for a needle [Eq. (102)] and substitute 
this value in Eq. (90) we find 

or 

which is the value for a needle [Eq. (102)]. So for 
needles, we expect that the constants G and G2 to 
specify the geometry. 

In general, using higher orders in the trial functions 
[Eqs. (23) and (69)] introduces an infinite set of para­
meters appearing in the terms of order V that define 
the shape of the individual cells. Miller 7 showed that 
G is independent of the size of the cells. It can be shown 
exactly in the same way that G2 and G3 are also inde­
pendent of the absolute cell size. 

We notice that the bounds on G2 [Eq. (89)] are functions 
of G, and the bounds on G3 [Eq. (90) are functions of G 
and G2 • That is why, in general, for each value of G, 
there is a range in which G2 exists, and for specific 
values of G and G2 there is a range of existence of G3 
and so on. 

B. The constants Ml and M2 

If terms of order higher than V are required in the 
solution for k*, more refined geometrical information 
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than shape information is required. This more detailed 
information is packing information. By packing, we mean 
how the individual cells fit together. The first packing 
parameters that appear in the first order packing terms 
(v 2 terms) are Ml and M2 [see Eq. (83)]. Referring to 
the integrals defining the geometric parameters G, G2 
and G3 [Eqs. (36), (42), and (48)], we find that they in­
clude probability functions (g, g, and 9) based on one 
cell. In the integrals representing Ml and M2 [Eqs. 
(43) and (49)] the probabilities Q and Q are based on 
two cells. In other words Ml and M2 include informa­
tion about the effect of the neighboring cell or "the 
first order packing information." 

In the special cases of spheres and plates, the general 
bounds on Ml and M2 [Eqs. (91) and (92)] reduce to 

--2
1
7 .,;;M1 "::: 5 -..;;: 27' 

(103) 

for spheres and 

-t.,;; Ml .,;; -~, 

-%.,;; M2 .,;;-~ 
(104) 

for plates. 

Including higher orders in the trial functions [Eqs. (23) 
and (69)] will introduce more packing parameters. In 
general, we must have an infinite number of constants to 
define the packing completely. Sometimes certain com­
binations of some of these constants are enough to 
define the packing completely. In the case of spheres, 
it is found that if we take the combination Ml ::;: - ~ 
and M 2 = - ~ ,our bounds coincide for all v and rj 

giving an exact value for k* equal to Miller's upper 
bound. Moreover, the combination Ml = ~ and M2 =;; 
gives bounds that coincide to Miller'S lower bound. 
Similar results are obtained for plates. The values 
M = - t and M2 = - i lead to Miller's upper bound, 
while the values Ml ::;: -~ and M2 = -% lead to Miller's 
lower bound. 

V. SELF-CONSISTENT SCHEME 

An effective constant for the material may be de­
termined by a consistency argument through the so 
called "self-consistent approximation." This approach 
has been developed in elastic problems by Budiansky20 
and Hill.21 In this approach, a cell of conductivity k\, 
is placed in a homogeneous matrix of conductivity k • 
The effective conductivity of such a model for spheres 
was found to be 

(105) 

Here we propose to use Eq. (105) in an iterative pro­
cedure. First we assume that k* = k2 in the rhs of 
Eq. (105) as a first approximation. This gives 

k* /k 2 ::;: (1 + 3vrj/(3 + rj), rj = kdk2 - 1. (106) 

Equation (106) is identical to Eq. (96) for randomly 
oriented spheres (cos 2 a i ::;: t, i = 1,2,3, A = t) and 
gives the exact solution up to terms of order v. In this 
case, spheres are assumed to be very far apart such 
that each couId be considered in a homogeneous 
medium of property k2 (small concentration solution). 
As a second approximation we assume that k* in the 
rhs of Eq. (105) is given by Eq. (106) and calculate k* 
and so on. This introduces the effect of the first sphere 
on the second one through its effect on the property of 
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the medium around it. Repeating this procedure until 
we recover all the terms of order rjn, n .,;; 5, we obtain 
the following result, neglecting terms of under rj6 and 
higher: 

k*/k2 =1 +Vrj_tVrj2 +~Vrj3_~Vrj4 +~Vrj5 + ... 

+ tV2rj2 -~V2114 + ~V2115 + ... 
1 3 3 5 2 -!iV'I1 +2-fv31/4 _2-fv31/5 + ... 
1 4 4 8 5 

- 2-fV 1/ - 8i V41]5 + ... + iirV51/5 +'.. . (107) 

Equation (107) gives the exact solution given by the self­
consistent scheme (s.c.s.) in the case of spheres up to 
terms of order 1/5. We compare this solution to the 
exact solution-up to order 1]5-obtained before from the 
coincident part of our bounds [Eq. (83)]. We find that 
substituting the values Ml = ~and M2 = ~ in Eq. (83) 
gives us the S.C.S. solution [Eq. (107». Therefore these 
values of Ml and M2 can be identified with the s.c.s. 
solution for spheres. We see that these values lie 
between the bounds for Ml and M2 given by Eq. (103). 

A similar procedure was tried for the case of plates. 
It was found that we cannot identify any values for the 
constants Ml and M2 in our solution [Eq. (83)] which 
give us the S.C.s. solution for plates. The reason for 
that is in the nature of the iteration procedure. In Eq. 
(96) we specify cos2a; = t for randomly oriented 
spheroids (see Ref. 18) from which spheres and plates 
are special cases. In other words the direction of the 
applied field makes equal angles with the axis of the 
spheroid. When we iterate, we effectively place a new 
spheroid in a homogeneous medium with an effective 
property equal to that of the first spheroid placed in a 
medium of property k2 • The equation used in the second 
iteration is the same as the original equation used in 
the first iteration. It follows that the second ellipsoid 
is also placed with its axis making equal angles with 
the applied field and this process is repeated. We 
eventually end up by a set of spheroids with correspon­
ding axis aligned. In case of spheres this is always 
satisfied without violation of the randomness and the 
isotropy assumed in deriving the bounds. In the case 
of plates, the result obtained by the S.c.S. violates the 
above conditions. Therefore, if the volume fraction is 
high (such that v2 terms become important), the s.c.s. 
leads to a different result from the one obtained 
through the coincident part of our bounds. 

Hashin22 proposed a modification to the s.c.s. In the 
new scheme, we place a composite sphere with a core 
of conductivity kl and a shell of conductivity k2 in a 
medium of conductivity k*. The ratio of the radii of the 
inner and outer spheres,p, can be varied as we wish. 
This kind of scheme cannot be used in conjunction with 
Miller's or our bounds. We cannot identify a value for 
the geometric or packing parameters for this scheme. 
The reason is that it violates the assumption of inde­
pendence of the cells in Miller's model. The model we 
used of a single sphere of a homogeneous material in 
a medium of conductivity k* is consistent with Miller'S 
model assumption. 

VI. IMPROVEMENT OVER MILLER'S BOUNDS 

As we saw before, for small perturbations, Miller'S 
bounds give the exact solution to order 1]3 while our 
bounds give the solution to order 1)5. In the special 
cases of spheres and plates we saw that if the lower 
bounds on Ml and M2 are combined, we obtain bounds 
that coincide giving an exact solution equal to Miller's 
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TABLE I. Bounds for thermal conductivity. 

klM/k2 kUM/k2 kl/k2 kU/k 2 l' e 

1.2 1.6 0.05 1 .-
2.4 3.3 0.05 1 , 
1.3 3.0 1.4 1.7 0.1 1 , 
2.7 7.7 4.6 7.4 0.1 1 , 

upper bound. If the upper bounds are combined, we ob­
tain an exact solution equal to Miller's lower bound. 
Aside from these cases in which we have a 1000k 
improvement over Miller's bounds, we conSidered two 
other cases. First we ~lot our bounds and Miller's for 
spheres and for Ml = 27 and M2 =~. These are the 
values of Ml and M2 corresponding to the S.c.S. We 
used the values of 1) = 10,100, and 1000, and the bounds 
together with Miller'S bounds are plotted in Figs. 1, 2, 
and 3. It is found that for 1) = 10, the spread of the 
bounds is at the most 28% of the spread of Miller's 
bounds. For large 1], the spread increases. For 
1) = 1000, it reaches 80%; however, for volume fractions 
less than 20'1u it is within 42°/,,-. For plates we took the 

2 33 
values M 1 = - '9 and M 2 = - iiI' The reason for choos-
ing these values will be clear later. For 1) = 10, the 
spread is at the most 29% of Miller's bounds. For 
1) = 1000 it reaches 88%' The bounds are plotted in 
Figs. 4,5, and 6. For comparison, these bounds are 
plotted together with Hashin bounds for 1] = 100 (Fig. 7). 

In order to show the importance of the introduction of 
packing information, we give the following example. Let 
us suppose we have a low conductivity thermal storage 
material that we wish to make more highly conductive 
by putting in inclUSions where v = 0'05 or 0'1 and for 
which 1) = 100. In Table I, we present the values of 
Miller'S and our bounds for G =i and ~. Here kz/k2 
and ku/k2 are the lower and upper bounds divided by 
the matrix conductivity. 

Ml 

1 

27 

2 -, 

M2 Geometry of inclusions 

Spheres 

Plates 

4 
Spheres er 

" Plates -81 

It is clear from Table I, that, for both 0'05 and 0'1, 
platelike inclusions are superior to spherical inclusions. 
However (and this is often overlooked in design), the 
relative advantage of the shape of inclusion may be lost 
if the inclusions are not proper ly packed. For example, 
when v = 0'05, the platelike inclusions are always 
better than spherical inclusions and not as much care 
need be taken in the packing. When v = 0'1, the lower 
bound of the platelike inclusions (2.7) is lower than 
the upper bound of the spherical inclusions (3.0). It 
is thus necessary to identify the packing parameters 
which assume that if platelike inclusions are used, a 
value near (7.7) will be obtained. We see that the 
choice of Ml = -~ and M2 = -:: for plates gives the 
bounds (4.6) and (7.4) for v = 0'1. We also see that 
the lower bound (4.6) is even higher than Miller's 
upper bound for spheres (3.0). This will assure a 
higher value of the conductivity if plates are used over 
spheres for v = 0'1. 
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APPENDIX A: DIFFERENT INTERPRETATIONS OF THE VARIOUS QUANTITIES 

Physical 
subject cp E =V¢ D k i) 

Thermal 
conduction 

Temperature Thermal 
Temperature gradient Heat flux conductivities 

Electrical 
conduction 

Electric Electric field Current Electric 
potential intenSity 

Electric 
Electric field 

Electrostatics potential intensity 

Magnetic 
Magnetic field 

Magnetostatics potential intenSity 

APPENDIX B: EVALUATION OF THE CORRELATION 
FUNCTIONS 

Here we shall write the expressions for the correla­
tion functions appearing in the bounds, using Miller's 
symmetric cell model. Because of the gread deal of 
algebra involved, we shall present only the final results 
and definitions. For the details of calculations see 
Ref. 14. 

1. The correlation functions (,,' (xl lC'(x'I,,'(x"l) and 
(" (x')/(' (x")!" (xl) 

These functions have been derived by Miller.7 They 
were found to take the form 

J. Math. Phys., Vol. 15, No. 11, November 1974 

denSity conductivities 

Electric 
induction Dielectric 
Electric constants, 
displacement Permittivities 

Magnetic Magnetic 
induction permeabilities 

(k'(x)k'(x')k'(x fl » = k? [v(l - 2v)/(1 - v)2]g (Bl) 

and 

(k'(x')k'(xfl)/k(x» = [kJ.2v/k l (1 - v)] 

x [1](2v -1)g + (1 + 1) - V1)j(x',x fl )], (B2) 

where gn = gn(x' x', x fl ) is the conditional Probability that all 
three points-thrown at random-are in the same cell of 
material property kn' given that one of the points is in 
a cell with material property kn' and in = ill (x', x fl

) is 
the conditional probability that two points (x',x fl

) are in 
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the same cell with material property kn' given that one 
point is in a cell with material property k,.. For sym­
metric cell materials gl = g2 = g and f1 = f2 = f· 
In our bounds we also have the following correlation 
functions 

. = -v - - v 2 - -- v(l - v) 
(

k'(X)k'(X')k'(X")) [k13 k 13 ki 2kz 
k(x) k1 k1 k2 

and 

k~3(1 - v) k1kz2 k~3 ] 
+ - --v(l - v) - - (1 - V)2 

k2 k1 k2 

x g(x,x',x") + _1_V2 +~v(l-v) [
k'3 k'2k' 

k1 k2 

k'k'2 
+~v(l-v) + 

k1 

k'3 J _2_(1 - v)2 f(x', x"). 
k2 

/k'2(X)k'(x')k'(X
II

)) _ k' 4 [v + v 4 

\ k(x) - 1 k1 k 2(1 - V)3 

+ k' 4 [V2 + V
3 + V

3 
+ v

4 1 
1 k1 k 2(1 - v) k 1(1 - v) k 2(1 - v)2J 

(B3) 

X f(x', X"). (B4) 

2. Four-point correlation. functions of the form 
(K '{X)K'{X')K '{X")K '(x"')} and (K '{X')K '(x")K'{x"')/K (x)} 

After a great deal of algebra,14 we find 

(k'(x)k'(x')k'(x")k'(x lll
) = kJ.4 [v + v 4/(1 - t J)3g 

+ kJ.4 [v 2 + 2v3/(1 - v) + v 4/(1- v)2]Q, (B5) 

and 

(
k'(X')k'(XII)k'(X"')) = (k13 v _ k13 v 3 _ k13v 2 

k(x) k1 k2 (1 - V)2 k1 

kJ.3v(l - v) k13v 3 ki3V4) . 
- + + g(x x' x" x"') 

k2 k 2(1-v) k 1(1-v)2 '" 

+ (k13V2 + k 1
3v(1- v) _ k13 ~ _ k13v 4 ) 

k1 k2 k2 (1 - v) k 1(1 - V)2 

x g(x', x" ,x"') 

x Q(x,x',x",x"'), (B6) 

gIl = gIl (x, x' ,x" ,XIII) is the conditional probability that 
four points are in the same cell given that one point is 
in a cell with material property k", and Q" = Q,. 
(x, x' ,x" ,XIII) is the conditional probability that any two 
points are in one cell and the other two points are in 
another cell given that one point (XIII) is in a cell with 
material property kno 

For a symmetric cell material 
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We also have the correlation function 

x g(x' ,x" ,XIII) 

+ -..!... v2 __ 1 __ 2 + ~ + 1 _ 1 2 Q. 
(

k'4 k'3k' k'4 v 3 k'3k'V2) 

k1 k2 (1 - v) k1 (1 - v) k2 
(B7) 

3. Five-point correlation functions of the form 1 

(K '(x) K '{X')K '{X")K ·(X"')K'{X .... )} and (K '{X')K '{X")K '(X"')K '(x .... ) 
/K{X)} . 

We have 

(k'(x)k'(x')k'(x")k'(x"')k'(x"") = k15 (v _ v
5 

) 9 
\ (1 - v)4 

+ k15 V 2 + __ _ v _ v Q 
( 

v3 4 5) 
1 - v (1 - V)2 (1 - v)3 ' 

and 

(
k '(x')k'(x")k' (X"')k'(X"")) 

k(x) 

(B8) 

k14 (V4 ) = - v(l - v) - 1 (x x' x" XIII x"") 
k1 (1 - V)4 1/ 9 , , , , 

+ -- v 1 + 1/ - V1/ + + --,,-1/~_ k14 ( v3 v3) 
k1 (1 - V)3 (1 - V)2 

x g(x', x", X"', X"") 

k14 v2 (V2 ) + - 1/ -- - 1 Q(x, x' x" XIII) 
k2 (1 + 1/) (1- V)2 ' , 

k' 4 V 2 
+ _1_ (1 + 1/ - V1/)Q(X' x" x'" X"II) (B9) 

k1 (1 - V)2 ' , , , 

9n = 9n(X, x', x", XIII, x"") is the conditional probability 
that five points are in the same cell given that one 
point is in a cell with material property k", and 
Qn = Q,. (x, x', x" , XIII, x"") is the conditional probability 
that any three points are in one cell and the other two 
points are in another cell given that one point (x"") is 
in a cell with material property k n• 

For symmetric cell materials 

91 = 92 = 9 and Q1 = Q 2 = Q. 

APPENDIX C: RELATION BETWEEN THE CONSTANTS 

As we saw in Sec. I of the paper, we obtained the 
upper and lower bounds in terms of the constants G 
G, 'G, G2 , G2 , G3 , M1 , Mv and M 2 • In the follOwing w~ 
shall find the relations that exist between these 
constants. 

In the expression for G [Eq. (38)], integrating by parts 
twice over x 3 and x;, respectively, we have 

-G- 1 f (l (f (l ( , ") (x;-xj') d") --- -- --gxx x X 
(41T)2 x'oX3 x"(lx3 " Ix'-x"13 

(x) - x)') 
x dx'. 

Ix-x'13 
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Changing the variables from x, x' ,x" to 0, r, s where 
x = 0, r = x' - x" , and s = x - x', we have therefore 
0/OX3 = 0/Or3 - 0/OS3' a/axil = - 0/Or 3 and 

- 1 G=--­
(47T )2 

- -- -g(O,r,s)-Ldr-Las f ( a a ) (f a r.) s 
s Or 3 as 3 r Or 3 r 3 s 3 

1 r _0_ (r ~g(O r s) rj dr) Sj dB 
(47T)2 . S Or 3 . r ar3 "r3 53 

1 f f a a rj 5, + -- -- --g(O,r,s) - - drds. 
(47T)2 r s or 3 oS3 r 3 S3 

(C1) 

The first integral is zero; since the integral between 
brackets is a function of ° and s. In the expression for 
G [Eq. (36)] changing the variables to 0, t, and w where 
x = 0, t = x - x' , and w = x - x" , we obtain 

1 f r a a t. w G=-- ---- Otw-L.2..dt (47T)2 t·. at
3 

oW3 g( " ) t3 w 3 dw, 

which is equal to G [see Eq. (C1)]. 

Therefore G = G. 
Similarly in Eq. (38), if we let x = x',x' = x", and 

x" = XIII, we obtain 

(C2) 

G 1 f a 1 a (' " III)' J dx'" 
( 

(x"-x'~') ) 
=(47T)2 x"ox;' x"'ox,;;gx,x,x Ix"-x"'13 

(x' -x") 
X 3 3 dx". (C3) 

Ix'-x"13 

Because of isotropy we can write G [Eq. (40)] as 

G - 1 r a [r a (f a (x' x" XIII) 
- 3(47T)3 'x' aX3 'x" ox;' x'" ox'; g , , 

x j j dx'" 3 3 dx" 3 3 dx' (x" -x"') ) (x' -x") ] (x -x') 

Ix" -x"'13 Ix' -x"13 Ix - x'I3 

1 1 a [1 a (1 a (' " III) =-- -- -- --gx x X 
(47T)3 x' ox; x" ax;' x'" ox'; , , 

j J d'" 3 3 d" i i d' (x" -x"') ) (x' - x") J (x -x') 
x x x x. 

I x" - x'" I 3 I x' - x" I 3 I x - x' I 3 

lin the first integration, integrating by parts over x i' we 
obtain 

~ 1 f [f a (r a (' " III) ~ =- (411')3 x' x" ox;' 'x'" ax,;gx,x ,x 

X (xj'-x;') dX"') (x 3 -x;) dx'~ _0_ -:-(x_i -_X...,i_) dx' 
Ix"-x"'13 Ix'-x"13 Jox; Ix-x'13 . 

Realizing that (xi -x;)/Ix - x'I3 = (a/oxi)(l/lx - x'l) 
and that l/lx - x'i is the free space Green's function 
for Laplace's operator 02/ox?,we can write 

=G 1 1 a (1 a (' " III) --- -- --gx x x 
- (47T)2 x" ox'} x'" ox'; " 

(x" -x'~') (x' -x") 
x' J dx"') 3 3 dx", (C4) 

IX"-x'''13 Ix'-x"13 

which is equal to G [see Eq. (C3)]. 
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Therefore 

(C5) 

Also in Eq. (42) writing x = x', x' = x", x" = XIII, we 
have 

G - 1 1 a [1 a ( r a g(x' x" x", x"") 
2 - (411')3 x" ax; x'" ox'; 'x"" ax';' " , 

x j j dx"" i i dx'" i i dX" . (x'"-x'"') ) (x"-x"') J (x'-x") 

I x'" - X"" 13 I x" - x'" 13 I x' - x" I 3 
(C6) 

Again because of isotropy we can write Eq. (45) as 

G - 1 1 a 11 a [1 a (1 a 
2 - (47T)4 x' ax; x" ox;; xOH ax;;; x"" ox';' 

(x'" -x"") ) (x~' -x'~') J 
X g(x' x" x", x"") m m dx"" , 'dx'" 

, " Ix'" - Xliii 13 Ix" _x""13 

X ' , dx" J J dx'. 
(x~ -X~') ~ (x,- x~) 

I x' - x" 13 I x - x' 13 

Si milar ly , integr ating by parts ove r x; we find 

G - 1 1 a [r a (1 a x' x" x'" x"" 2 - (47T)3 x" ax; 'x'" ·ox;;; x"" ox,;,g( , , , ) 

X m m dx"" , 'dx'" (x'" - x"") ) (x~' - x'~') ] 

I XIII - x'"' 13 I x'" - XIII I 3 

(x~-x~') 
x ' , dx" 

Ix'-x"13 ' 

which is equal to G2 [see Eq. (C6)]. 

Therefore G2 = Gz 
Similarly we can show that 

Ml = M 1 • 

APPENDIX D 

In this appendix we will prove that the integral 

~ ( (x' -x") ) (x -x') t [) a,,, j j dx" 3 3 d ' = Ix';-; Ix" ~ f(x ,x ) I' " I 3 I ' I 3 X 
UXj UX 3 X - X X - x 

is equal to zero. 

Let x = 0, r = x- x', and s = x' - x". Changing the 
variables from x' and x" to rand s, we can write 

and 

ax; 

(D1) 

therefore /(x',x") =/[-r ,-(r + s)] and for a homo­
geneous and isotropic material,j[- r,- (r + s)] = 
j(- s) = j(s). Equation (01) gives 
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The first integral is obviously zero. The second in­
tegral goes to zero by integrating over r. Therefore 
t = O. 

* Extracted from a dissertation submitted in partial fulfillment of 
Doctor of Philosophy Degree, University of Pennsylvania, 
Philadelphia, Pennsylvania. 

t Present address: The Catholic University of America, Washing­
ton, D.C. 

IZ. Hashin, "Theory of Fiber Reinforced Materials", Contract NASI-
8818, NASA (University of Pennsylvania, 1970). 

2Z. Hashin and S. Shtrikman, 1. Mech. Phys. Solids 11, 127 (1963). 
3Z. Hashin, 1. Mech. Phys. Solids 13, 119 (1965). 
4M. Beran, Nuovo Cimento 38, 771 (1965). 
sM. Beran and 1. Molyneaux, Quart. App!. Math. 24, 107 (1966). 
6P. Corson, PhD thesis (University of Pennsylvania, 1971). 

J. Math. Phys., Vol. 15, No. 11, November 1974 

7M. Miller, 1. Math. Phys. 10, 1988 (1969). 
8M. Beran and N. Silnutzer, 1. Compo Mater. 5,246 (1971). 
oN. Silnutzer, PhD thesis (University of Pennsylvania, 1972). 
10M. Beran, Statistical Continuum Theories (lnterscience, New York, 

1968). 
"R. Hoffman, Proc. Symp. AppJ. Math. 16, 117 (1964). 
121. Kampe De Fetiet, Proc. Symp. AppJ. Math. 13, 165 (1962). 
13M. Beran and 1. Molyneux, Nuovo Cimento 30, 1406 (1963). 
14M. Elsayed, PhD thesis (University of Pennsylvania, 1972). 
"H. L. Frisch, Trans. Soc. Rhea!. 9, 293 (1965). 
'6E. N. Gilbert, Ann. Math. Stat. 33,958 (1962). 
"The proof was supplied by the reviewer. 
"Reynolds and Hough, Proc. Phys. Soc. London 70, 

769 (1957). 
191. A. Stratton, Electromagnetic Theory (McGraw-Hill, New York, 

1941). 
20B. Budiansky, 1. Mech. Phys. Solids 13, 223 (1965). 
2lR. Hill, 1. Mech. Phys. Solids 13, 213 (1965). 
2lZ. Hashin, "Theory of Composite Materials", Mechanics of CompOsite 

Materials, Proc. Fifth Symp. Naval Structural Mech., Philadelphia, 
1970, p.20l. 



                                                                                                                                    

Representations of multidimensional symmetries in 
networks 

W. G. Harter 
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Physical systems that have resonances corresponding to representations of multidimension symmetry 
g,roups can be constructed from electric circuit elements. Examples involving symmetries of two 
four-dimensional polytopes are shown. Also a group theoretical analysis of linear constraints is 
described. 

I. INTRODUCTION 

Characters of four-dimensional cubic symmetry were 
calculated on computer by Birman and Chen, 1 who 
speculated that these representations and symmetries 
might possibly be associated with accidental degeneracies 
in some crystal lattice vibration frequencies. In the 
following we demonstrate some interesting realizations 
of these representations and degeneracies in the vibra­
tions of certain electrical networks, and suggest what 
other sorts of symmetries can be visualized and treated 
similarly. 

In fact, the vector representations given by Birman 
were found by Littlewood over thirty years before,2 but 
it was not made clear by Littlewood whether he knew or 
cared about higher point symmetries, since his main 
concern was the study of the permutation group and its 
subgroups. Nevertheless, his methods are general 
enough to produce the characters of anyone of such 
higher symmetries. (Higher point symmetries are 
effectively catalogued by the existing regular polytopes 
as listed in Appendix C.) 

The treatment of complex symmetric networks con­
tained below is a straightforward extension of the usual 
group projection techniques,3.4 except that one must take 
account of the Kirchhoff current conservation con­
straints. A group theoretical method for deriving the 
constraint effects is described in Sec. II in connection 
with an example that can also be treated conventionally. 

In Sec. tIl the results of the group analysis are dis­
played in the form of current-flow illustrations for the 
elementary resonances on OSCillating networks having 
the connectivity of the four-dimensional cube and tetra­
,hedron. The correspondence of the high degeneracies 
found in each case with higher symmetry representa­
tions is demonstrated. 

It is apparently incorrect to claim that such analyses 
fill a need in circuit engineering since probably no 
laboratory has considered such network configurations. 
It is better that we simply offer the examples as inter­
esting diversions, and the methods as solutions awaiting 
a problem. 

II. GROUP THEORETICAL ANALYSIS OF KIRCHHOFF 
CONSTRAINTS 

The coordinates that describe the state of internal 
currents in an electric network must be chosen to be 
independent. The twelve coordinates VI" .j12} indi­
cated in Fig. 1 (a) are too many, since the number of 
degrees of freedom of this network is seven. In general, 
Kirchhoff current conservation constraints reduce the 
number of independent coordinates of a b-branched 
closed network to b - n + 1, where n is the number of 
nodes or junctions.5 

For networks that are planar like the example in Fig. 
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1, it is possible to choose exactly the right number of 
mesh loops to be the independent coordinates as is done 
in Fig. 1, but it is sometimes not convenient to define 
mesh loops for planar or especially, nonplanar networks. 
However if the network possesses some topological 
symmetry a group theoretical coordinate definition may 
be more convenient in either case. For example, to 
define coordinates for the network in Fig. 1 the irre­
ducible representations (m) of the cubic-octahedral 
group 0" characterized by Table I, are employed. Each 
group operator is labeled by its effect on the Cartesian 
coordinates (xyz)[(yxz): x ~ y,y ~ - x,z ~ - z], and, in 
turn, their effect on any of the 12 (nonconservative) 
current states lin> is obtained by inspection as sho\Yll 
in Eq. (1) (Un> is the state in which unit current is flow­
ing in branch n) 

(yxz)lh> =-lis>"'(Yxz)U 12> =-Ijg>' (1) 

From these are obtained orthonormal vectors of Eq. 
(2) that transform irreducibly as per Eq. (3): 

12 

Iw!> = ~ Un>(jn Iw/>, 
n 

(The standard procedures that accomplish this are 
sketched in Appendix B.) 

(2) 

(3) 

The coefficients (jn Iwj> define currents in the dia­
grams of Fig. 2 and it is 'seen there that some m bases 
conserve currents while others do not. The seven con­
servative bases may replace the seven mesh loops of 
Fig.l(b). In fact relations like Eq. (4) are obtained by 
inspection of Fig. 2: 

31wA2K) (lw~'Jg) + IW~Jg) + IW~Jg) 
Ill) = 2{3 -----:2-----

2(lw[2K) + IW~2K) + IW;2K) 
+ 2"V'2 (4) 

FIG.1. LabelIng octahedral network currents. (a) The twelve currents 
shown are not independent if conservation is required. (b) Since the net­
work is planar, the seven mesh loops give an independent and complete 
labeling. 

Copyright © 1974 American Institute of Physics 2016 
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CONSERVATIVE STATES 

2 

NON CONSERVATIVE STATES 

2017 

A nonconservative current state will in general 
require all 12 states in Fig. 2 as, for example, does 
Ii 1) in Eq. (5): 

Iw~g) IW T1g) IW T2g ) + IW T2g ) 

1i1) = 2./3 - + + 1 2..[2 3 

IwEg) \WEg) (IWTlU)_\WTlU») + __ 1_ + __ 2_ _ 1 (5) 
2-'/"2 2../6 2-./2 • 

The question of which sets are conservative can be 
deduced abstractly in such a way that one can see the 
general results of applying symmetric linear con­
straints like the Kirchhoff current conservation rela­
tions. 

The current conservation constraints for the octa­
hedral network are linear in j n and can be written in 
rectangular matrix form of Eq. (6), where zeroing of 
cn (n = 1, •.• ,6) implies conservation: 

j 1 C 1 

K ]2 = C2 

Cs 

]12 

(6) 

These constraints presumably have the topological sym­
metry of the network and this is expressed by a general­
ized commutation relation 

K·J(g) = C(g) ·K. (7) 

In the above,J(g) is a 12 x 12 matrix that represents 
transformation of branch currents by group operation 
g of Ok follOWing Eq. (1). C(g) is an analogous 6 x 6 
matrix that represents transformation of vertices. Both 
J. and C are reducible, the former into A2K + T 19 + T 2 u 
+ Eg + T 1u (see Fig. 2) and the latter into A 1g + Eg + 
T 1u' and these are indicated in Eq. (8): 

FIG.2. Independent conservative and nonconservative states for 
octahedral network. Directed arrows in all configurations except >I!~g 
represent unit current flow. Thicker arrow in the latter represents 
twice unit flow. Normalization denominators are shown under each 
figure. 

V-1JV = A 2g + T 1g + T 2u + Eg + T 1u ' 

U-1CU = A 1g + Eg + T 1u ' 

The columns of V are the previously mentioned [Eq. 

(8) 

TABLE 1. Character table of three-dimensional cubic octahedral symmetry group Ok' 
Polynomials corresponding to IR's of Ok are given. 

(yzx) (yU) 
(y~ (y~ 
(yzx) (xzy) (zyx) (yzx) (xzy) (zyX) 
(yzx) (zyx) (iyX) (yzx) (zyx) (zyx) 
(zxy) (yxz) (yxZj (:exy) (yxz) (yxz) 
(ixy) (xyz) (xzy) (yxz) (zxy) (xyz) (xzy) (yxz) 
(ixy) (xyz) (zyx) (xzy) (zxy) (xyz) ("Zyx) (xzy) 

(xyz) (zxy) (Xyz) (yxz) ('Xzy) (xyz) (hy) (xy"Z) (yiZ) (xzy) 

1 x 2 + y2 + z2 
- 1 x4(y2 - Z2) + y4(Z2 _ X2) + z4(x2 _ y2) 

o 2z2_ X2_y2,{3(x2 _y2) 
- 1 y3z - z3Y,z3x - X2Z,X 3y - y3x 

1 YZ,xz,xy 

A lg 1 1 1 1 1 
A Zg 1 1 1 - 1 -1 
E 2 -1 2 0 0 
?;.g 3 0 -1 1 - 1 
T Zg 3 0 -1 -1 1 

1 1 1 1 
1 1 1 -1 
2 -1 2 0 
3 0 - 1 1 
3 0 -1 -1 

A l • 1 1 1 1 1 -1 -1 -1 -1 - 1 x(y3z - z3y) + y(z3x - X3y) + z(x 3y - y3x ) 
1 xyz 
o .J3xyz(x2 - y2),xyz(2z 2 - x2 _ y2) 

A 2• 1 1 1 -1 -1 
E. 2 -1 2 0 0 

-1 -1 -1 1 
-2 1 -2 0 

Tt. 3 0 -1 1 - 1 -3 0 1 -1 1 x,y,z 
Tz.. 3 0 ~1 -1 1 -3 0 1 1 - 1 x( y2 - z2),Y(Z2 _ x2), z(x2 _ yZ) 

identity ± 120" ISO" ± 90" 180" inversion ± 120" mirror ± 90" mirror 
rotation rotation rotation rotation rotation reflection rotation reflection 

mverstion class inversion class 
class class 

\.. class class class class / 
V 

0 
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(2)] current vectors I "iJ!}<>'~. Now, rewritting Eq. (7) as 
Eq. (9) below, 

U-1K V V-1 J(g)V = U-1 C(g) U U-1 K V, (9) 

and applying Schur's lemmasG to selected block sub­
matrices of the matrix U-1 K V, one proves that the 
latter must have the form: 

1 A 1g 

U-1 K V= 

,0 
, 

Finally one obtains the following: 

K V= 
submatrix 
guaranteed 

zero 

submatrix 
not guaranteed 

zero 

{3 

]Eg 

r {3 

(3 

Tlu 
(10) 

(11) 

which, if compared with Eq. (6), is seen to state explicitly 
that the first seven· current states (Fig. 2) are con 
servative while the remainder may not be. 

For the preceding analysis of constraints to be valu­
able, one only needs to know some topological sym­
metry of the network in question, which in turn presum­
ably corresponds to the symmetry of the constraints. 
If in addition the equation of motion for transient cur­
rents in the network has this same symmetry, then the 
conservative IR bases (Fig. 2) will be the normal modes 
or elementary resonances of the network. In this latter 
case we can say that the physical symmetry is the same 
as the topological symmetry. When the physical sym­
metry is lower than the topological symmetry some 
mixing of the conservative states may be necessary to 
produce the resonant modes. 

Also mixing will be necessary for repeated equivalent 
IR's should they appear in columns or rows of relations 
like Eq. (8). The procedures for dealing with these 
occurrences are straightforward. 

III. EXAMPLES OF NONPLANAR NETWORKS 

The cubic configuration shown in Fig. 3 has 17 con­
servative degrees of freedom, but it is not immediately 
clear how 17 independent loops could be drawn into the 
32 branches. However, the IR of Ok' which correspond to 
conservative states, are easily found (Fig.4). The IR's 
T 19 and Eu both appear twice, and so one is at first free 
to pick arbitrary orthogonal combinations of the pair of 
T 19 - IR's and similarly for the Eu' 

A most interesting application of this involves finding 
the frequencies of normal vibration of a linear tank cir­
cuit constructed upon this network. 

The equations of motion are a coupled set of 32 dif­
ferential equations, the first of which is given by 

d 2 i 
__ 1 = ail + bi2 - cis + bi4 + bi5 - ciG + bi7 - bI1 dt 2 

+ bI7 + cj1' (12) 
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The .coefficients a, b, etc. are assumed to be constants 
dependent upon impedance values of branches and 
arranged so that the physical symmetry is Ok' 

If b = b' and c = c' the currents drawn in Fig. 4 are 
in precisely the right proportion to decouple the 32 

iz 
~ 

I 

tis 

lsI I i7 

FIG.3. Nonplanar network having cubic symmetry. The 32 currents 
shown are not independent. Furthermore, the mesh loop procedure 
successful in Fig. 1 cannot be applied here. 

FIG.4. Independent conservative states of cubic network and level dia­
grams for modes under three- and four-dimensional cubic symmetry. 
As shown in the text, the higher degeneracies can be traced to certain 
!R's of the higher symmetry. 
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equations of motion. The resulting equation for each of 
the first six modes (the D modes) is 

d 2D - = (a + 2b + c)D. (13) 
dt 2 

The next eight modes (labeled Q modes) all satisfy 
another equation: 

d2Q = (a + 2b - c)Q. (14) 
dt 2 

The remaining three modes have still another 
equation. 

d
2
0 = (a + 2b - 3c)O. (15) 

dt 2 

'" N 

2019 

The degeneracies in frequency of (T 19) (D) and (T lu) (n) 

at wD =.fa + 2b + c, of (Eu)(Q), (T2g )(Q), and (T1g)(Q) at 
w Q =,;-;; + 2b - c and of (A )(0) and (E )(0) at w(o) = . , 2u u 
..fa + 2b - 3c might seem unexpected (accidental) but one 
can prove that they correspond to an IR of the four­
dimensional cubic octahedral group 0k(4). 

This is accomplished shortly after one realizes that 
the order of the group 0k(4) must be 384 (Appendix C), for 
there exists a subgroup of 88 of order 384 which Little­
wood has found, along with a great number of other 
groups that he has listed. 2 With a bit of patience one may 
finally sort and identify the characters and classes of 
Littlewood's group with this group of higher cubic sym­
metry. The result is tabulated below (Table II) and com­
parison with Table I verifies the degeneracies and split­
tings shown in the level diagrams of Fig. 4. 

As a final example, consider the Simplest nonplanar 
network: the well known Wheatstone bridge in Fig. 5. 

The topological symmetry is 85 , which happens to be 
isomorphic to the four-dimensional tetrahedral sym­
metry. The physical symmetry of the bridge depends, of 
course, upon the values of the impedances, and examples 
varying from 85 to 81 are shown in Fig. 6. The IR of 8n 
are labeled by Young tableaux. 
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APPENDIX A: CONSTRUCTING IR FROM 
POL YNOMIALS 

Polynomials in x"y 8z y that form the bases of IR of Ok 
are given in Table 1. A norm is defined for these bases 

FIG. 5. Impedance bridge. Each impedance block Z. represents series as follows: 
effective capacitance and inductance C. and Ln, respectively. This is 
the simplest example of a nonplanar network. (X"Y 8z Y Ix" 'y 8'z y' > = 0"" ,0 88 ,On" (A1) 
TABLE II. The character table of four-dimenSional "cubic-octahedral" symmetry 0h(4). 
The four-dimensional cube has eight Volumes that will be permuted one into the other by the rotations of 0h(4), hence the latter is isomorphic to a 
subgroup of 88, Littlewood's procedure is used to derive the characters. 

'" '" '" '" classes of 0h(3) found in 0h(4) classes 

'" til til til 0: g g 
c .9 0: 

0: .9 g .§ 0 0 .e- ~.8 'en 6'&1 ~:g .9 ~ .... :a 
~ ~~ '"'0:.= .... o " ... :5 0:5 ~:5 .. CIl ~:5C1l ... CIl 0h(3) content Q,)N~Q) .. -- .!:: -=: CIl .... 0 coo "'0 coo >.... > .... 'Q1 Q)o~ of 0h(4) m :g ... ... ....... ... ... .... ... .S -H ,",.5 El ... +I '-c ..... El ~ 

A 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 A 1g 
B 1 1 1 -1 -1 -1-1 -1 1 1 1 1 1-1-1-1-1 1 1 1 Azu 
C 6 0 -2 -2 2 0 0 0 0 0 6 0 2 - 2 0 0 0-2 0 o Tzu + T 2g 
D 6 0 -2 2 -2 0 0 0 0 0 6 0 2 2 0 0 0-2 o 0 T ,. + T1g 
E 4 1 0 2 0 -2 1 2 0 2 -4-1 0-2 0 0-1 0 o - 2 Ale + T,u 

F 4 1 0 -2 0 2 - 1 -2 0 2 -4-1 0 2 0 0 1 0 o - 2 A z• + T 2g 
G 4 1 0 -2 0 -2 1 2 0 -2 -4-1 0 2 0 0-1 0 o 2 A zg + T2u 
H 4 1 0 2 0 2 -1 -2 0 -2 -4-1 0-2 0 0 1 0 o 2 A 1• + T 1g 
I 6 0 -2 0 0 0 0 0 -2 2 6 0-2 0 0 0 0 2 o 2 T 2g + T1u 
J 6 0 -2 0 0 0 0 0 2 -2 6 0-2 0 0 0 0 2 o - 2 T1g + T 2u 

~ K 2 -1 2 0 0 2 - 1 2 0 0 2 - 1 2 0 0 2 -1 2 0 o Eg 'Jr L 2 -1 2 0 0 -2 1 -2 0 0 2 - 1 2 0 0-2 1 2 0 o Eu 
~ M 3 0 3 1 1 -3 0 -3 - 1 -1 3 0-1 1 - 1 1 0-1 1 - 1 A 1u + Eu 

~ N 3 0 3 -1 -1 3 0 3 - 1 - 1 3 0-1 - 1 1 - 1 o - 1 1 - 1 A 2g + Eg 

° 3 0 3 - 1 -1 -3 0 -3 1 1 3 0-1 - 1 1 1 o - 1 - 1 1 A 2u + E. 

P 3 0 3 1 1 3 0 3 1 1 3 0-1 1 - 1 - 1 0-1 - 1 1 A 1g + Eg 
Q 8 -1 0 0 0 4 1 -4 0 0 -8 1 0 0 0 0-1 0 0 o T 19 + T2e + Eu 
R 8 -1 0 0 0 -4-1 4 0 0 -8 1 0 0 0 0 1 o 0 0 T 1. + T 2. + Eg 
8 1 1 1 - 1 -1 1 1 1 -1 - 1 1 1 1 - 1 - 1 1 1 1 - 1 - 1 A 2g 
T 1 1 1 1 1 -1-1 -1 -1 -1 1 1 1 1 1 - 1 - 1 1 - 1 - 1 Alu 

Cycle 
structure 18 12,32 14,22 14,4 12,23 12,2 3 1,6 16,2 12,2,4 14,22 24 2,6 42 22,4 8 22,4 2,32 24 42 24 
of 88 
class 

Order of 
0.(4) 32 6 12 24 4 32 4 24 12 1 32 12 12 48 24 32 12 48 12 
class 
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From this the IR matrix components :0 follow imme­

diately. For example, lEg;: (lx2 ) - /y2)//"2,and lEg -
1 2 

(21z2) - Ix2) - ly2»//6 are bases of mE according 
to Table I, and of unit norm according to (I1). Then for 
group element (yzx) we have the following: 

E (E I IE> <E I Ix
2

) - ly2) :0 l~(YZX) = t (yzx) t :::: t (yzx) .f2 

:::: (Eg Ily 2) - Iz2) = _ If. 

1..[2 2 

Eg (Egi lEg) (Eg/2IX2) - ly2) - Iz2) :0 (yzx) = (yzx) = r;; 
12 1 2 1 v6 

= -/3/2 

E 
:0 9 (yzx) = - .[3/2 

21 

E 
:0 g(yzx) = - V2 • 

22 

APPENDIX B: CONSTRUCTING IR CURRENTS 

states Iw"la», Iw2(a», ... , I wfa)(a» that obey Eq. (3), 
and thereby comprise a normalized basis of IR (Il), are 
found by applying projection operators pl:;) , P2¥;.> , ••• , 
p1(a)(a)m defined by (B1): 

p<a) ::::( Z(a) ) E :O~)(g)*g 
1m number of group operators group 

operrors (B1) 

to state vector like Ij ) as in (B2). (It will be assumed 
that vectors like g Ii 3 span the entire space in question, 
which in this first case is the 12-branch octahedral net­
work. IT not, other state vectors, like 111) and Ii!) in the 
case of Fig. 3, are picked, and the process to be des­
cribed here is repeated for each.) 

(B2) 

In (B2) the scalar N~a) is either a normalization con­
stant or zero, and is determined quickly by (B3): 

(B3) 

For those in which N,.~a) ;>t 0, exactly Z(a) orthonormal 
states Iw}a» (Z:::: 1,2, ..• , l<cd) are constructed accord­
ing to (BZ). Those m for which NJ.a) = 0 give nothing. 

For example, the operators (B4) with (a) = T 1g 

pry = ls{(zxy) + (zxy) - (zxy) - (zxy) - (Yxz) + (yxz) 
+ (Yxz) - (xyz) + (zxy) + (zxy) - (zxy) - (Zxy) 

- (yxZ) + (yxz) + (yxz) - (xyz)} , 

pi~g = is {(xyz) - (xyZ) + (xyZ) - (xyz) + (zyx) + (zyx) 
- (zyx) - '(zyx) + (xyZ) - (xyz) + (xyz) - (xy2) 
- (zyx) + (zyx) - (zyx) - (zyx)} (B4) 

P:18 = ls{{yzx) - (yzX) + (yzX) - (yzx) + (xzy) - (xzy) 
- (xzy) + (xzy) + (yzx) - (yzx) + (yzx) - (yzx) 
+ (xzy) - (xzy) - (xzy) + (xzy)} 

will give three states when applied to Ij 1> since N~lg is 
nonzero, 
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FIG.6. Mode and frequency level diagram for various physical sym­
metries of bridge. Values of impedances are 
S5" ,ZE = Zi == Zr == Z;, S~ ••• Zi ZE >' Zr = Z;, 
S3' "ZE = Zi >' ZI >'Z;, and 52",ZE .. Zi >' ZI" Z;. 

TABLE ill. Characteristics of four"dimensional "regular solids." 

Vertices Lines Surfaces 3-Volumes 4-Volumes 

"Tetrahedron" 5 10 10 5 1 
"Octahedron" 8 24 32 16 1 
"600 Cell" 120 720 - 1200 600 1 
"Cube" 16 32 24 8 1 
"24 Cell" 24 96 96 24 ! 
"Dodecahedral 
complex" 600 1200 0 120 1 

(j1IP22 Ih) 

= <hl!ii{(xyz)'" - (zyx) ••• + (xjiz)'" - (zyx)}/il> 
1 T = 4: = N2 19 

The resulting orthonormal states are given in (B5), 
and 

Iwilg):::: 1 p{zglit) =!(2) - Ij5) + Us) -lin», 
..J Ni 19 2 

I w~ 19) = T Pi2lg Ijl) = ! (/it) - U4> + Ij7) - IjlO»' 
..JN2lg 2 (B5) 

IW~lg) = 1T 13¥ U1) = !(-Ih) + li6) - Ij9) + Ij12» 
..J N2lg 2 

drawn in Fig. 1. 
The number f(a~ of independent multiplets {I wia )} ••• 

Iw/a)(a»}' ··{llJIla ). "Iw/a)(a)>}/(a) is given by the 
standard frequency formula 7: 
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TABLE IV. n-Dimensional "Solids." 

"Tetrahedron" 

n Vertices Lines Surfaces 3-Volumes 4-Volumes 5-Volumes 

0 1 
1 2 1 
2 3 3 1 
3 4 6 4 1 
4 5 10 10 5 1 
5 6 15 20 15 6 

x y 
x+y 

"Cube" 

n Vertices Lines Surfaces 3-Volumes 4-Volumes 5-Volumes 

0 1 
1 2 1 
2 4 4 1 
3 8 12 6 1 
4 16 32 24 8 1 
5 32 80 80 40 10 

x y 
x + 2y 

HOctahedron" 

n Vertices Lines Surfaces 3-Volumes 4-Volumes 5-Volumes 

0 1 
1 2 1 
2 4 4 1 
3 6 12 8 1 
4 8 24 32 16 1 
5 10 40 80 80 32 

x y 
2x + y 

1 * 6 x(a.)(g) TrJ(g), 

oPg~&rs 
g (B6) 

f(a.) = 
number of group operators 

where 
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12 
TrJ(g) = L; (jn I (g) Un)' 

n=l 
T 

In the above example f 19 = 1. 

APPENDIX C: GENERAL POINT SYMMETRY 
There is a correspondence between a regular (Platonic) 

polytope and a highest point symmetry in a give 
Euclidian n space. The five three-dimensional regular 
solids are the tetrahedron having point symmetry Td the 
cube and octahedron each having point symmetry Ok' and 
finally the icosahedron and dodecahedron having Yh sym­
metry. No three-dimensional point symmetries exist 
outside of these except the symmetries R(2) and R(3) of 
the cylinder and sphere, respectively, and their subgroups. 

Similarly the six four-dimensional regular "solids" 
described in Table III correspond to high four-dimen­
sional point symmetry. 

The fourth "solid" is topologically represented in Fig. 
3, and has an order 384 point symmetry corresponding 
to all combinations of (± Xl' ± X 2 • ± X 3 , ± x 4 ). 

Beyond this there are only three n-dimensional solids 
for any given n;;. 5. These are recorded in the easily 
remembered triangle tables given in Table IV. 

'L. C. Chen and 1. L. Birman, 1. Math. Phys. 12,2454 (1971). 
'D. E. Littlewood, Theory of Group Characters (Oxford, London, 1958), 
p.278. 

3E. Wigner, Group Theory and Applications (Academic, New York, 1959). 
4M. Hamermesh, Group Theory and Applications to Physical Problems 
(Addison-Wesley, Reading, Mass., 1964). 

'Steven Bose, Network Theory (Harper & Row, New York, 1965). 
6Reference 3, p. 75. 
7Reference 4, p. 104. 
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Two extreme types of Choquet simplexes, prime and Bauer, are shown in the states of some physical 
systems. 

Given a C* -algebra ~ with identity, let 5 be the set 
of all states on ~. The state space of ~ is 5 endowed 
with the w*-topology, i. e., the a(~*,~) topology, where 
~ * is the dual Banach space of ~. The state space 5 is 
compact. The facial structure of 5 has been extensively 
studied. It is well known that 5 can be a Choquet sim­
plex (in fact a Bauer simplex) if and only if ~ is Abelian. 
However, in mathematical physics, the states interested 
in physical systems are not the whole state space 5 but 
only some compact convex subset K of 5, e. g., the 
equilibrium states for a given temperature, the transla­
tional invariant states, and the translational invariant 
equilibrium states, etc. Hence, it would be interesting 
in studying the structure of Choquet simplex K, which 
may correspond to the states of some physical systems. 

In a previous paper, 1 we have shown that under a cer­
tain condition the Choquet simplex Ks of KMS states, 
with respect to a nontrivial automorphism of~, for a 
given inverse temperature {3 > 0 is not a Bauer simplex. 
For the Choquet simplex 5c of the invariant states under 
a group G, it can be a Bauer simplex only in a very 
special case. 2 

We shall study the Simplicial structure of K in the 
present paper, and show that under a certain physical 
assumption K can be a prime simplex, which is 
"complementary" to a Bauer simplex in some sense. On 
the other hand, K can be a Bauer simplex in some triv­
ial cases. We shall also construct a nontrivial Bauer 
simplex of states with "lower" symmetry. Therefore, 
two extreme types of Choquet Simplexes, prime and 
Bauer, can appear in the states of some physical 
systems. 

Before formulating our main results, we give some 
elementary definitions and recall some known results 
from the theory of Choquet simplexes. We refer to Ref. 
3 for more detailed information. 

A Choquet simplex K in the state space 5 is a com­
pact convex subset of 5 such that the associated cone 
UboAK is a lattice in its own order. A convex subset F 
of K is called a face if for x, Y E K, AX + (1 - A)Y E F en­
tails that x, Y E F. Denote by t (K) the extreme boundary 
of K, i. e., the set of all extreme pOints of K. A Bauer 
Simplex K is a Choquet simplex with closed extreme 
boundary. K is said to be prime, 4 if K = co(F1 U F 2 ) for 
any two closed faces Fl and F2 of K, then either K~Fl 
or K = F 2' where co(·) means the convex hull of a set (.). 

A partially ordered vector space X is called an anti­
lattice if for any pair x and Y in X, the lattice infinimum 
x 1\ Y exists in X implies that either x I\Y = X or x I\y = y. 
By the equality XVY=-(-Xl\-y), if xvy exists in an 
antilattice then necessarily x v y = x or x V y = y. Hence, 
an antilattice X is a partially ordered vector space, 
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where only the trivial lattice infinima and suprema 
exist. 

We denote by A(K) the Banach space of all real con­
tinuous functions on K. Then, K is a prime simplex if 
and only if A(K) is an antilattice. 4 On the other hand, K 
is a Bauer simplex if and only if A(K) is a lattice. 3 This 
gives a justification for the statement that a prime sim­
plex is "complementary" to a Bauer simplex. 

First, we Shall show that K can be a prime simplex 
under a certain conditions, which can be implied by 
some physical assumptions. Then, we apply our result 
to the equilibrium states, i. e., KMS states, and trans­
lational-invariant equilibrium states, which are defined 
as follows. 

Let t - at be a representation of the additive group of 
real numbers into the group of * -automorphisms of ~ . 
A state cp E 5 is KMS for a given {3 > 0, if it satisfies the 
KMS boundary condition for {3 > 0: For each x, y E ~, 

there exists a holomorphic function Fin 0 <lmz < {3, 
which is continuous in 0,,; Imz'; (3 with boundary values 

F(t)=cp(at(x)y) and F(t +i(3)=cp(yat (x». 

Let Ks be the set of all KMS states with respect to at for 
a given {3 > O. If Ks is compact in the state space, then 
Ks is a Choquet simplex. For the details on K. M. S. 
states, we refer to Ref. 5 and the references given 
there. In the present paper, we shall always consider 
that Ks is a Choquet simplex. 

In addition to the time evolution defined above, we 
are also interested in the spatial translation. In fact, 
we conSider a more general case: Let G be a group, and 
g- Ci~ a representation of G into the group of *-auto­
morphisms of ~. Denote by 5 G the set of all G-invariant 
states, i. e., cp 0 Cig = cp for all gE G. 5c is then a com­
pact convex set in the state space. We shall also study 
the simplicial structure of Ks n 5G , which is a Choquet 
simplex again if nonempty. 5 Ks n 5 G corresponds to the 
translational invariant equilibrium states for G =Rv 

or ZV. 

Let H be a face of 5, and HnK nonempty; then HnK 
is a face of K. If F is a face of K such that F=Hn K for 
a face H of 5, then F is induced by H. We note that if K 
itself is a face of 5 (this is called a facial Simplex in 
Ref. 1), then each face of K is induced by a face of 5. 

For cP E K, let F 1/1 (resp. ~) be the smallest closed 
face of 5 (resp. K) containing cpo Then, they have the 
following relation: 

Lemma 1: If F! is induced by a closed face of 5, then 
F! is induced by F 1/1' 

Proof: Let ~ = K n H for some closed face H of 5. 
As cp E K, K n F 1/1 is nonempty; it is a closed face of K 

Copyright © 1974 American Institute of Physics 2022 
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containing qJ. Hence, F~ C K n F",. On the other hand, qJ 
is also in H; then F", CH, so that F~ =KnH-:2Kn F",. 
Therefore F~ = K n F",. 

We note that if F~ is induced by F" and K n F '" 
= {qJ}= F~, then qJ E[(K); in particular, if F" = {qJ}, 
i. e., qJ E [ (5), the set of all pure states. However, if 
F",={qJ}, then, in general, F",nK=I/J, for physical 
systems, e. g., qJ E Ks. In fact, we are interested only 
in the cases, where Kn[(5)=I/J. 

For a subset N in the state space 5, the w* -closure 
of N is denoted by N -. Let II '" be the cyclic representa­
tion of !: induced by qJ E 5, and H", its representation 
space with cyclic vector ~",. Define the state Cp of II ",(!l)­
by iP(x)=w( (x) for xEII",(~)-. We note that iP is faithful 
if and only if ~'" is separating for II",(~)'. 

Lemma 2: In the above notations; if iP is faithful, then 
either F,,={qJ} or F",=5. 

Proof: If qJ is a pure state, then F!{J = {qJ}. Suppose qJ 
is not a pure state. Let H", be the norm closure of the 
following set: 

{1"E 5; 1"~ ClqJ for some Cl >O}. 

ThenF!{J-:2H"" henceF",-:2H~. However, from, e.g., 
Ref. 6, 

H",={1"E5; 1"=w(oII", for ~E[II",(!:)/~",]}. 

As (p is faithful, ~'" is a separating vector for II ",(~)-, 
so that [II ,,,(!In,,,] =H ". Hence H~ = 5. Consequently, 
F,,=5. 

For cP EKs, qJ can never be pure, and iP is faithful, 
since ~'" is separating for II",(!:)', see, e. g., Ref. 5. 
Therefore, we have the following: 

Corollary 3: For qJEKs, F",=5. 

We are now able to show our main result: 

Proposition 4: Let K be a Choquet simplex in the state 
space 5 such that K n [(5) = I/J. Then K is a prime Sim­
plex, if there is a state qJ in C (K),\ [(K) such that CpiS 
faithful and F~ is induced by a closed face of 5. 

Proof: We follow a Similar method given in Ref. 4. 
Suppose 

K = co(F1 U Fa), 

where F1 and Fa are two closed faces of K. By the given 
assumptions, qJlies in [(K)- =[(F1)' U [(Fa)' C Fl U Fa. 
Hence, F~CFj (i=l, 2). From Lemmas 1, 2 and the 
hypothesis of the theorem, F~ =K; therefore F j =K 
(i=l, 2). 

An immediate consequence is 

Corollary 5: Ks is a prime simplex if there is a KMS 
state qJ in [(Ks)-\[ (Ks) such that F~s is induced by a 
closed face of 5. 

We note that the key assumption in the above corollary 
is F~S =Ka n F '" which has other alternative forms. 
More precisely, the following statements are equivalent 
for qJ EKs: 

(i) F~S=Ks n F 'P' 

(ii) ~a=K8' 
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(iii) ~S-:2[(Ks). 

Indeed, (i)~(ii) follows from Corollary 3; (ii)=t(iii) is 
trivial, and (iii)~(ii) from Krein-Milman theorem. 

We note furthermore that (iii) can be obtained from 
some physical assumptions as follows: If we consider 
qJ E Ks as an equilibrium state at a given inverse tem­
perature i3 for a certain quantum system, then 1" E [(Ks) 
can be interpreted as a pure phase of the given system. 
qJ can be obtained from the convex combination of some 
pure phases 1" j; L e., qJ is a mixture of some pure 
phases. If qJ=A1"l +(1-A)1"2 for 0 <A <1, the 1"1 and 1"a 
are components of cp; L e., qJ is a mixture of two pure 
phases 1"1> 1"a as components. Similarly, qJ can be a 
mixture of n pure phases 1"10' .. , 1"n E[(Ks)' An equilib­
rium state qJ in Ks is called a complete mixture if it is 
a mixture of all pure phases in t(Ks)' Mathematically 
speaking, qJ E Ks is a complete mixture if qJ = 2; jAj 1" i for 
1"jE[(Ks), where 2;AI=1 and A;'#oO for all i. 

As qJ is a complete mixture, then qJ?o Aj 1" j for all 
1" j E[(Ks), hence (1/Aj)cp?o T j (since A (#0 0). Thus, 1"; 
EF~S for all 1"j E[(Ks), Le., F~S-:2[(KB)' which is (iii). 

In fact, the above argument of a complete mixture 
holds not only for an equilibrium state in K s, but also 
for any state in K; viz., if there is a complete mixture 
qJ E K, then F~ -:2 t(K). Therefore, using the same argu­
ments in the proof of Proposition 4, we have the 
following. 

Corollary 6: A Choquet simplex K in the state space 
5 is a prime simplex if there is a complete mixture qJ 
in C (K)-\[(K). 

We give another example of prime simplex which 
appears in the classical lattice systems. 7 

The configuration space of a classical lattice system 
is given by T={O, 1r v

• A configuration of the system 
is described by a subset Xc ZV of occupied lattice sites. 
The C* -algebra ~ in this system is (T), the C*-alge­
bra of all continuous complex function on T. Every ele­
ment of ~ can be considered a function of subsets of ZV. 
~ can be endowed with the quasilocal structure: Indeed, 
for each finite subset A of ZV, there is a corresponding 
subalgebra ~ (A) of ~. The elements of ~ (A) are de­
fined by a(X) = f(X n A) for some j E (A), where X is a 
configuration in T, and (A) is the space of all continu­
ous complex functions on A. Then the union of ~ (A), by 
the Stone-Weierstrauss theorem, is dense in ~. 

A state qJ on ~ can be constructed from a denSity 
destribution J.J.A on A by 

qJ(a)=L J.J.A(X)j(X). 
XCA 

For the detailS, we refer to Ref. 7, p. 189. Let 5R;v be 
the set of all ZV -invariant states on ~. Then, 5.2;v is a 
Choquet simplex, since ~ is Abelian, hence also 'Zv_ 

Abelian. 7 We note that a state qJ E [(5 :Iv) can be con­
structed by 

for Xo E 'Zv and a E~, where A(Xo)={XE 'Zv; O~ Xj <XOj 
for i = 1, ... , I/}, V(xo) is the volume of A(xo)' And, (p 
is given by a denSity distribution 
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with Ani =A(xo) +nlxo such that [L/( is the corresponding 
density distribution for a given cP E Sa'" Under these 
conditions, qJ tends to (p as xo- 00 (Ref. 7, p. 197). 
Hence, [(S:lv) is dense in Sa'" Therefore, by a theorem 
in Ref. 8, we have the following. 

Observation 7: The Choquet simplex 5:lv in the classi­
cal lattice systems is a prime simplex. 

We now turn to the cases where K can be a Bauer 
simplex. 

As we have shown in Ref. 1, if K is a facial simplex, 
then it can be a Bauer simplex under a certain assump­
tions. However, a faCial simplex, so far, seems to be 
no direct interest in physical systems. Therefore, K 
will be considered only in the cases of Ks or Ks n 5 G• 

Ke can be a Bauer simplex in the following cases: 

(i) Ks is a finite set. In particular, Ks is a Singleton, 
e. g., in one-dimensional quantum lattice systems with 
finite-range interaction. 9 

(H) Another example is the CCR algebra to(H, (1) con­
Sidered in Ref. 10. For a degenerate (1, it has a class of 
central states C invariant under a group of automor­
phisms of to(H, (1). C forms a Bauer simplex. Conse­
quently, Ks with respect to the trivial automorphism for 
i3=0 is also a Bauer simplex. Moreover, if (1 is non­
degenerate, then it turns out that to(H, (1) is simple and 
Ks degenerates to a Singleton as in the case (i). This 
was pointed out to the author by Dr. M. Winnink. 

From Corollary 5 and the above remarks, we know 
that if F!s is induced by a closed face of the state space, 
then Ks is either prime or Bauer. In fact, under this 
assumption, the following are equivalent: 

(i) Ks is prime, 

(H) A(Ks) is an antilattice, 

(iii) [ (Ks) is not closed. 

On the other hand, the following are also equivalent: 

(n Ks is Bauer, 

(H) A(Ks) is a lattice, 

(Hi) [(Ks) is closed. 

Let us consider next K=Kan 5 G, which is a Choquet 
simplex if K is nonempty.5 As usual, for qJ E 5 G, let 
{n"H", ~,,}be the cyclic representation of!: induced by 
qJ, and U" the unitary representation of G on H". We 
denote by ZIP the center of II,,(!:)-, by lJ,,(G) the group of 
unitary operators Urp(g) for gE G, and by S" the von 
Neumann algebra II,,(!:)' n lJ,,( G)' • 

Proposition 8 5: K is a face of 5 G (resp. Ka) if and 
only if Brp c;;,Zrp (resp. B" ::2Z,,). 

The proof for K to be a face of Ks follows exactly the 
same way as K is a face of 5G • 5 
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Furthermore, we note that if !: is asymptotically 
Abelian with respect to G in the sense of Ref. 2, then 
K is a face of Ks if and only if B" =Z". 

Certainly, Corollary 6 holds for Ken SG' Hence Ks 
n SG can be a prime simplex if there is a complete mix­
ture in [(Ksn 5G)-\[(Ks n SG)' However, Ksn SG can 
also be a Bauer simplex in the following cases: 

(i) Ks n 5 G is a finite subset. In particular it degener­
ates to a Singleton, e. g., either Ks or 5 G is a single 
point. Moreover, 

(H) For B" "d.Z" (resp. S" c;;,Z,,), if Ks (resp. SG) is 
a Bauer simplex, then Ksn 5 G is also Bauer. This can 
be seen as follows: The facial topology on [(Ks) is de­
fined as a topology whose closed sets are exactly those 
[(F) for a closed face F of Ks. This facial topology is 
Tl and compact, but, in general, not Hausdorff. It is 
Hausdorff iff Ke is Bauer. 3 As B,,"d. 5 Ip' by Proposition 
8, [(Ken5G)c;;,[(Ks)' Hence [(Ksn SG) is a topological 
subspace of [(K S>, which is endowed with the facial 
topology. In fact, any closed face of Ksn 5 G is a closed 
face of Ks, since Ksn5G is a face of Ks from Proposition 
8. Therefore, [(Ken 5 G) endowed with the facial topolo­
gy is Hausdorff, as [(Ks) is HaUSdorff by the assump­
tion. Similar arguments hold exactly for the case, where 
SG is Bauer and B"c;;,ZIp' 

We construct another nontrivial Bauer simplex of 
physical states with "lower" symmetry. 

Let ~ be separable, G locally compact and separable. 
As before, G is acting on ~ as a representation in the 
* -automorphisms of !:. For qJ E 5, let 0" be the orbit of 
qJ under G, i. e., 0" = {a!(qJ); gE G}, where a; is the 
transpose of a" and G,,={gEG; a!(qJ)=qJ}, the stabi­
lizer of qJ. 5GIp denotes the set of all G,,-invariant states 
on!:. We consider the w*-closed convex hull Kip of Olp' 

We assume, furthermore, that G., is a normal sub­
group of G, and ~ is asymptotically Abelian with re­
spect to G" in the sense of Ref. 2. Suppose that 5G is 
nonempty, then it is a Choquet simplex. Let pES G" J1. p 

" the associated central measure, and J1. p be concentrated 
on 0", 1. e., J1. p<O,,) = J1. p(S). 

As !: is asymptotically Abelian with respect to G", 
then Bp = II p(!:)' n lJp(G,,)' is contained in Zp. Hence from 
Ref. 11, [(K,,)=OIp c;;,[(SGrp)' which implies that K" is 
a face of 5 G , Since 5 G is a Choquet simplex. In fact, 
K" is also a "Choquet siI;;plex (which is called a facial 
simplex of SG" in Ref. 1). Moreover, [(K")=O,, is 
w*-closed. ll Therefore, we have shown the following: 

Proposition 9: K" is a Bauer simplex. 
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